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ABSTRACT
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The retrieval of digital images is hindered by the semantic gap. The semantic

gap is the disparity between a user’s high-level interpretation of an image and the

information that can be extracted from an image’s physical properties. Content-

based image retrieval systems are particularly vulnerable to the semantic gap due to

their reliance on low-level visual features for describing image content. The semantic

gap can be narrowed by including high-level, user-generated information. High-

level descriptions of images are more capable of capturing the semantic meaning of

image content, but it is not always practical to collect this information. Thus, both

content-based and human-generated information is considered in this work.

A content-based method of retrieving images using a computational model

of visual attention was proposed, implemented, and evaluated. This work is based

on a study of contemporary research in the field of vision science, particularly com-

putational models of bottom-up visual attention. The use of computational models
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of visual attention to detect salient by design regions of interest in images is inves-

tigated. The method is then refined to detect objects of interest in broad image

databases that are not necessarily salient by design.

An interface for image retrieval, organization, and annotation that is com-

patible with the attention-based retrieval method has also been implemented. It

incorporates the ability to simultaneously execute querying by image content, key-

word, and collaborative filtering. The user is central to the design and evaluation

of the system. A game was developed to evaluate the entire system, which includes

the user, the user interface, and retrieval methods.
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Chapter 1

INTRODUCTION

All life is only a set of pictures in the brain, among which there is no dif-
ference betwixt those born of real things and those born of inward dream-
ings, and no cause to value the one above the other.

H.P. Lovecraft, author, 1890 – 1937

1.1 Overview and motivation

The foremost challenge when constructing an image retrieval system is the se-

mantic gap. It is defined as “the lack of coincidence between the information that

one can extract from the visual data and the interpretation that the same data have

for a user in a given situation” [132]. A content-based description of an image can

differ considerably from a human user’s description, just as two people can provide

different descriptions of the same scene.

This work is concerned with content-based image retrieval (CBIR). CBIR

systems create machine-interpretable descriptions of an image’s physical character-

istics. These descriptions, known as extracted features, can then be compared using

a measure of similarity. The similarity between a given query image and every
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image in the image archive is then computed by CBIR system. Results are then

displayed in order of decreasing similarity.

This research was inspired by emerging work in the computational modeling

of bottom-up visual attention. The human visual system (HVS) is able to rapidly

resolve many complicated image analysis issues, including the semantic gap. Central

to the HVS is visual attention, consisting of bottom-up and top-down components.

Visual attention is our mechanism for serially selecting the most relevant points to

sample from a massively parallel input source (the eyes). It is necessary because the

human brain does not have the bandwidth to process the entire visual stimulus at

once. Bottom-up visual attention responds to the saliency of objects in the scene.

For example, a bright, flashing light is more likely to attract bottom-up attention

due physical characteristics such as its color, intensity, and motion. Bottom-up

attention is involuntary and instinctual. It occurs during the initial phases of gaze

allocation, before top-down attention can influence vision. In contrast with bottom-

up attention, top-down attention relies on knowledge, memory, and interpretation

to drive the vision process.

This work is among the first to claim that visual attention can be used for

content-based image retrieval. To test the hypothesis a proof of concept was pro-

posed and evaluated. The successful proof of concept results led to the development

of a new method extending the proof of concept in its use of visual attention and the

rigorousness of its evaluation. It has been shown in the literature that people search

2



for objects in images, and that it is not only desirable, but necessary to include

this functionality in image retrieval systems [39, 7]. This work uses computational

models of visual attention to detect salient by design regions of interest in images.

Image features for content-based retrieval are extracted solely from the detected

regions. This method is then refined to detect objects of interest in broad image

databases that are not necessarily salient by design.

The semantic gap can also be narrowed by using alternate descriptions of

images, such as keyword annotation [132]. Searching by keywords is a popular,

proven method of information retrieval (exemplified by the success of Web-based

search engines). The pervasiveness of keyword searching in daily life results in (and

is caused by) it being an intuitive method of specifying search parameters. When

searching for images using keywords, the textual descriptions of images are generated

by humans for the images in the archive. This is both costly and vulnerable to (often

unintentional) bias – users may have different ways of describing the same image.

Another way to diminish the semantic gap is to employ collaborative filter-

ing. Collaborative filtering relates images based on the past actions of multiple

users. Collaborative filtering does not make any attempt to interpret the content

of images. Instead, human users create relationships between images. When two

images are associated by a user, the likelihood that they are related increases. Once

a sufficient amount of associations have been collected, they can be used as the basis

3



Figure 1.1: High-level representation of the integration of retrieval by image con-
tent, keyword annotation, and collaborative filtering

of future retrieval. An example of collaborative filtering are recommendation sys-

tems employed by online stores. When someone purchases more than one item, each

of those items is associated with every other item the user has purchased. When

the history of many users is taken in aggregate, it is possible to infer which items

are likely to be purchased together and make recommendations to future users.
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The integration of content-based, keyword annotation, and collaborative fil-

tering together in the image retrieval system described in this dissertation is illus-

trated in Figure 1.1. The user specifies the query and judges the quality of the

results. The user composes their query and provides feedback through a user inter-

face (consisting of the Query and Feedback blocks in Figure 1.1). The content-based

track (the left side of Figure 1.1) relies solely on content-based data (i.e. metrics de-

rived from low-level visual features). The other track is based on human-generated

metadata. This may either be explicitly stated by the user (in the case of keyword

annotation), or implicit (as with collaborative filtering). Searching based on keyword

annotation and retrieving images using collaborative filters occurs entirely without

knowledge of the image content itself, only relying on previous human actions.

The user interface is a critical, yet often overlooked, component of image

retrieval systems [7]. This work proposes a new, human-centered user interface for

image retrieval, organization, and annotation. This interface allows the simultaneous

composition of content-based, keyword-based, and collaborative queries. The user

is central to the design and evaluation of the system. A game was developed to

evaluate the entire system, which includes the user, the user interface, and retrieval

methods.
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1.2 Literature review

The semantic gap – the disparity between a user’s high-level interpretation

of an image and the information that can be extracted from an image’s low-level

physical properties – has been extensively discussed in the literature [132, 28, 30,

15, 50, 145] and remains an open problem.

A review of vision science and its disciplines is presented in [105]. Among

the most significant and relevant early work is that of Noton and Stark on saccades

and scanpathts [99]. Oliva discussed the gist of a scene – the interpretation of an

image without attention – in [100]. However, Pylyshyn showed that attention is a

prerequisite for most vision tasks [116]. Styles presents a discussion on top-down

and bottom-up visual attention in [139].

Computational models of human visual attention have proven useful in a vari-

ety of applications. These applications include object detection [95, 150, 120], task-

motivated analysis [96], face detection [128], compression of multimedia data [26,

55, 56], gaze prediction [29, 107, 108, 112], and image retrieval [87, 86]. This work

uses the Itti-Koch model of visual attention [61] and the Stentiford model of visual

attention [134].

Smeulders et al. provide an overview of content-based image retrieval at

the turn of the century [132]. The Query by Image and Video Content (QBIC)

system developed by IBM [38] is an early, significant CBIR system. An object-

based approach to image retrieval was presented by Tao and Grosky in [142] and
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refined in [141]. Carson et al. developed “Blobworld”, a system that searches image

segments [7]. Ma et al. proposed “NeTra” in [79]. Like Blobworld, NeTra also

extracts region-based features. Contemporary commercial applications of content-

based image retrieval include shopping [118], content filtering [147] and content

rights management [53].

The ESP Game [148] and Peekaboom [149] have demonstrated the potential

of using games to motivate humans to manually annotate large amounts of images,

bypassing content-based image retrieval.

Another alternative to content-based image retrieval is collaborative filtering.

Kanade and Uchihashi [65, 146] proposed content-free image retrieval. Content-free

image retrieval is the application of collaborative filtering to images. Users group

images based on their perceived similarity. This approach was extended with a

Bayesian framework in [75].

1.3 Contributions

The key contributions of this work are:

• Design, implementation, and evaluation of an attention-driven method

to extract regions of interest from images containing objects that are

salient by design: this objective was realized as a proof of concept design em-

ploying a database where each image specifically contains one or more salient

by design regions of interest. This contribution appears in Chapter 3.
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• Design, implementation, and evaluation of an attention-driven method

to detect objects of interest in broad image databases: the proof of

concept design was extended using a new method for detecting objects of in-

terest. Instead of using only the saliency map, individual points of attention

are considered. The size and scope of the image database used for evaluation

was expanded. Chapter 4 presents this work.

• Design and implementation of an image organization and retrieval

system incorporating visual features, keywords, and collaborative

filtering: this system, referred to as the Perceptually-Relevant Image Search

Machine (PRISM), is presented in Chapter 5. PRISM includes image search,

organization, and annotation capabilities. It incorporates the ability to com-

pose queries by image content, keyword, and collaborative filtering simultane-

ously.

• Development of a new method for evaluating image organization,

annotation, and retrieval systems using a game metaphor: a new

method for evaluating image retrieval system using a game is proposed in

Chapter 6. Presenting evaluation as a game allows the user to be included in

the evaluation of image retrieval tasks.

• Study of recent advances in image retrieval: contemporary work in im-

age retrieval, including recent CBIR implementations, Web-based image search
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engines, “Web 2.0”-style applications, and alternative hardware interfaces, is

analyzed and summarized. This study appears in Section 2.4.

• Study of established, relevant work in cognitive science, concentrat-

ing on visual attention, with applications for image retrieval: the

literature in the field of cognitive science is vast. The topic of visual attention

was given particular focus, centering on the application of visual attention for

computer vision in general and image retrieval in specific. Section 2.2 presents

this research.

• Survey of image databases for object-centered image retrieval: the

selection of an image database is central to the evaluation of an image re-

trieval system. A taxonomy for evaluating such databases was created. This

taxonomy was used to evaluate a wide variety of image databases. This survey

appears in Section 4.4.

1.4 Organization

This remaining chapters of this dissertation are structured as follows:

• Chapter 2: background information and related work on vision science, com-

putational models of visual attention, content-based image retrieval, text re-

trieval, and collaborative filtering
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• Chapter 3: a proof of concept method demonstrating the detection of regions

of interest using saliency

• Chapter 4: a new method that extends the proof of concept with the objective

of detecting objects of interest using the entire computational model of visual

attention

• Chapter 5: a new interface for image retrieval, organization, and annotation

• Chapter 6: a method of evaluating image retrieval systems using a game

• Chapter 7: conclusion and future work

• Appendix A: implementation details of PRISM and the PRISM Game
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Chapter 2

BACKGROUND

A photograph is a secret about a secret. The more it tells you the less
you know.

Diane Arbus, photographer, 1923 – 1971

2.1 Introduction

This chapter presents background knowledge that is referred to throughout

the remainder of this dissertation.

An overview of relevant topics from the field of vision science is presented

in Section 2.2. Vision science is the study of the human visual system and the

associated neurological processes. The focus of this discussion is on attention – how

the human visual system selects what portion of a scene to look at.

Computational models of visual attention are discussed in Section 2.3, with

emphasis on the Itti-Koch model (Section 2.3.1) and the Stentiford model (Sec-

tion 2.3.2).

Section 2.4 surveys the most relevant CBIR implementations. The require-

ments and the design of a CBIR system are presented. Methods of feature extraction
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and similarity measurement are defined. Background information as well as design

details of text retrieval systems are presented in Section 2.5. Section 2.6 presents

collaborative filtering, its requirements, benefits, challenges, and design considera-

tions. Content-based image retrieval, retrieval by keywords (text), and collaborative

filtering are combined in the PRISM system described in Chapter 5.

2.2 Vision science

Vision science [105] is the study of how humans see and interpret the light

that lands on the sensor known as the retina. The following are the key research

topics in vision science that relate to CBIR [85]:

• Attention: attention is concerned with how the HVS prioritizes and selects

what regions of a scene it attends to

• Perception: perception is the interpretation of sampled visual information

• Memory: the topic of memory encompasses access to past knowledge, rules,

and intuition, as well as the recording of current imagery

• Contextual effects: the scene an object appears in may greatly affect our

interpretation of both the object and the scene

• Function, category, language, and semantic meaning: the HVS is in-

fluenced by our language and surrounding culture (e.g. our ability to identify
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certain colors correlates to a name for a particular color appearing in our

language [67])

Attention and perception are the two key topics of particular relevance to

this study.

It is not possible for the human visual system (HVS) to consider an entire

image at once. Rather, we rapidly select several points-of-attention to direct our

vision at when presented with a new scene. As a result, most of the light that

radiates and falls upon our retinas is ignored. As with other senses, our brain acts

as a filter that reduces the stimuli we perceive at any one time. We can tune in to

a single voice in a crowd or ignore the sensation our clothes make against our skin.

Similarly, unless we specifically pay attention to certain elements in a visual scene,

only those areas of a scene that are salient or relative to the active visual search

task will be attended to. In order to accomplish this, our eyes make a rapid series of

movements known as saccades, the aggregate of which are known as scanpaths [99].

This ability to prioritize our attention is not only a matter of efficiency, but critical

to survival.

Attention can either be bottom-up or top-down (Figure 2.1). While each is

well-defined, there remains a gray area in that there are cases where we are not

sure if top-down or bottom-up factors are responsible for attention, nor do we know

with certainty how the two interact. Bottom-up attention is rapid and involuntary

– it is an instinct. In general, bottom-up processing is motivated by the stimulus
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Figure 2.1: Factors that influence attention

presented to the HVS [139]. Our immediate reaction to a fast movement, bright

color, or shiny surface is performed subconsciously and automatically. Features of

a scene that influence where our bottom-up visual attention is directed are the first

to be considered by the brain and include color, movement, and orientation, among

others [61]. For example, we impulsively shift our attention to a bright, flashing light.

This salient point, if it determined to be relevant to the task at hand, may have

more sophisticated processing resources devoted to it – a top-down process. Top-

down attention is influenced by knowledge – what we have learned and can recall.

Top-down processing is initiated by memories and past experience [139]. Looking

for a specific letter on a keyboard or the face of a friend in a crowd are tasks that rely

on learned, top-down knowledge. Ultimately, both bottom-up and top-down factors

contribute to how we choose to focus our attention, although salient components of
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a scene influence bottom-up attention before top-down knowledge does [14].

Once the HVS selects what merits further inspection, perceptual abilities

must interpret the stimuli. Perception is the processing of these senses [139]. Per-

ception occurs in a variety of specialized areas in the brain.

A key challenge of computer vision (and vision in general) is that a sin-

gle stimulus may have multiple interpretations. In humans and in most computer

systems the stimulus consists of one or more two-dimensional projections of a three-

dimensional world. Naturally, there is considerable information that is lost in this

translation.

In humans, rapid recognition and interpretation of a scene depends on con-

text. Indeed, determining the context, also known as the gist of a scene can oc-

cur even without attention [100]. Still, in most visual processing tasks attention

is needed prerequisite for perceptual processing. Once context is determined our

memories and acquired rules (knowledge) lead to expectations of the visual environ-

ment [116]. These expectations can be extremely powerful in eliminating potential

interpretations of a scene and can even be difficult to overcome despite overwhelm-

ing evidence indicating a different interpretation is valid. There are two notable

ways this can occur:

• Priming: Palmer [105] demonstrates that humans are more successful in

identifying an object if it is preceded by relevant information. In this particular

example, a mailbox and loaf of bread both are drawn to appear very similar
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in appearance (perhaps even identically). When primed with an image of a

kitchen a loaf of bread is identified. When primed with an outdoor scene the

same figure is interpreted as a mailbox.

• Expected spatial location: Biederman’s hydrant [3] is a classic experiment

in which he demonstrates the difficulty people have in identifying objects if

they do not occur at the expected position. In this case a fire hydrant is drawn

floating in the air rather than fixed to the ground. He shows that participants

take notably longer to identify the oddly located hydrant.

Vision science is a diverse field covering many topics. Attention is particu-

larly relevant to this work due to its purpose of narrowing the amount of sampled

information to the most salient regions in the field of view. The computational

modeling of visual attention is described next (Section 2.3).

2.3 Computational models of visual attention

2.3.1 The Itti-Koch model

Itti, Koch, and Niebur [61] presented “a model of saliency-based visual atten-

tion for rapid scene analysis”. It is a biologically plausible model – its creation was

based on a study of actual neurological processes in primates (this can be contrasted

with biologically inspired models which are only loosely based on natural processes).

The model is depicted in Figure 2.2. The input is a single image. There are

many intermediate outputs along the way, but the key result is the generation of
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Figure 2.2: The Itti-Koch computational model of visual attention (adapted
from [61])
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a saliency map from which attended locations can be determined. The description

that follows is based on [61].

First, linear filters are applied to the input image. The input image is sampled

at multiple spatial scales using Gaussian pyramids which correspond to a variety of

resolutions ranging from the original size to 1/256 of the original size.

While the model was subsequently extended to incorporate a variety of fea-

tures (e.g. motion [152]), [61] uses three: color, intensity, and orientation. Feature

extraction is performed by center-surround operations [64] akin to those of the neu-

rons in the human vision system.

Color maps model color opponency in the human cortex. The are generated

for red-green/green-red double opponency as well as blue-yellow/yellow-blue double

opponency. In all, twelve center-surround feature maps are generated for color.

The intensity feature maps are the normalized average of red, green, and

blue color components of the image. Six feature maps are generated by the center-

surround differences.

Orientation maps are generated at each scale for four orientations (0, 45, 90,

and 135 degrees). In total, 24 feature maps are generated for orientation.

The key feature of this model is its combination of all intermediate feature

maps. This is done by giving more significance to maps which contain fewer pro-

nounced peaks and vice versa. A normalization operator is used to accomplish this.

This operator multiplies the map by the difference between its global maximum and
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(a) (b)

(c) (d) (e)

Figure 2.3: The conspicuity maps and saliency map generated by the Itti-Koch
model of visual attention. The original image is shown in (a). The
saliency map is (b). The color, intensity, and orientation conspicuity
maps appear in (c), (d), and (e), respectively

the average of all local maxima.

The normalized feature maps are combined into three conspicuity maps, one

each for color (Figure 2.3 (c)), intensity (Figure 2.3 (d)), and orientation (Figure 2.3

(e)). These conspicuity maps are generated at the medium scale of the Gaussian

pyramids and are thus several times smaller than the original image. Each con-

spicuity map is created by resizing each feature map to the same medium scale and

adding the feature maps together.

To create the saliency map (Figure 2.3 (b)) the three conspicuity maps are
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normalized and added together (each contributes an equal third to the saliency map).

The remainder of the model interprets the grayscale saliency map in the following

way: the greater a given pixel’s value, the more salient the location is. The maximum

value of the saliency map is the most salient location in the image. A winner-take-

all (WTA) feed-forward neural network maps each pixel in the saliency map to a

neuron. A voltage builds at each neuron to the point where a neuron in the network

“fires” (selects a salient location). Three actions occur when the network selects

a salient location: (1) attention shifts to this new point, (2) the neural network is

reset (global), and (3), the local, selected area is suppressed.

Suppressing the selected point of attention and the surrounding area is re-

ferred to as the inhibition of return (IOR). IOR ensures that attention may shift

from point to point in the image. If the attended location was not suppressed atten-

tion would not be able to shift to subsequent points. The suppressed area gradually

recovers over time. IOR can be thought of as “stamping out” the attended loca-

tion. IOR continues in a loop over time, decreasing saliency at attended areas of the

saliency map with each iteration. Thus, there is an integral time-based component

to the saliency map, just as there is with human visual attention. More details on

the inner workings of this model of visual attention can be found in [54, 58, 59].

The model was applied to visual search in [58], where the authors tested the

model’s ability to search for specific salient targets within a scene. The calculated

times to search for objects in these images (photographs of outdoor scenes with
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military vehicles) were compared to the actual recorded times of human subjects

searching for the same target objects. The model outperformed the human in 75%

of the cases [58].

Object detection and recognition is can also be achieved using this model.

In [95] the saliency map is biased by the characteristics of the target object. This

biasing is in the form of target masks of the desired objects which are translated

into weighing coefficients. Each fixation is compared to a hierarchy of known objects

for recognition. This approach is also employed in [150]. Similarly, attention can

also be modulated by task [96]. Face detection has also been implemented [128].

Rutishauser et al. [120] employ the Itti-Koch model to extract regions and recognize

objects by examining the area around the most salient patch of an image and then

using region-growing techniques. Key points extracted from the detected object

are used for object recognition. Repeating this process after the IOR has occurred

enables the recognition of multiple objects in a single image.

Image and video compression is another application of this model. In [26]

points of attention generated by the model are used to foveate multiple points in

a video to improve MPEG compression. The points from the model are used to

determine the regions of interest where the quality of the video must be preserved.

Because compression occurs in portions of the video in which people are not likely

to devote attention to, the artifacts were not noticed [26]. In [55] and [56] Itti et

al. extend and validate this approach against data collected from human subjects
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using an eye tracker.

The ability of the Itti-Koch saliency model to predict human attention and

gaze behavior has been analyzed [29, 107, 108, 112]. The Itti-Koch model is not

free of criticism. It is not difficult to find cases where the Itti-Koch model does

not produce results that are consistent with actual fixations. Henderson et al. [46]

document one such instance where the Itti-Koch saliency map is not congruent with

the human eye saccades. However, [46] adds the constraint that the visual task

being measured is active search, not free viewing. The Itti-Koch model was not

initially designed to include the top-down component that active search and similar

tasks require.

The experiments in this dissertation apply the Itti-Koch computational model

of visual attention to specific problems in image retrieval. In Chapter 3 an image

retrieval system based on clustering salient regions of interest is implemented. At

the center of this system is the saliency map. In this case the saliency map is used to

generate cues of the most salient regions in images in combination with the model of

visual attention described in Section 2.3.2. Features were extracted only from these

regions and used to cluster the images in the image archive. This approach is then

improved and expanded in Chapter 4.
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2.3.2 The Stentiford model

Stentiford proposed a model of visual attention in [134]. This model was

refined for content-based image retrieval in [135]. The model is referred to as the

Stentiford model of visual attention in this dissertation. It is a biologically-inspired

model, not biologically-plausible and, as such, does not adhere strictly to processes

of the HVS. The Stentiford model produces a visual attention (VA) map.

The Stentiford model has been applied to a variety of applications. In [5]

it was used to detect regions of interest for JPEG2000, preserving detail in the

selected regions while applying greater compressing to the remainder of the image

area. It was also applied to image compression in [136], similarly using the VA

map to preserve certain parts of the image while aggressively compressing the rest.

The model was also compared to the behavior of the human eye using separate eye

tracker hardware in [103] (this work was extended toward image retrieval using an

eye tracker without the model of visual attention in [104]). The model was used as

a similarity measure, comparing images by the difference in their structure in [9]

and expanded in [137].

The Stentiford model functions by suppressing areas of the image exhibiting

patterns that are repeated elsewhere in the image. Thus, unique areas of the image

will be the identified at the end of the VA map generation process (these areas

will be the least-suppressed regions of the image). This results in flat, relatively

homogeneous regions receiving low VA scores and active, varying regions receiving
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high scores. The VA map is generated by selecting a random neighborhood of

pixels and comparing its similarity of other regions in the image. An example of

matching neighborhoods is shown in Figure 2.4. In this figure a simple 16 × 16 pixel

binary image is shown. Set pixels are gray, cleared pixels are white. The randomly-

generated regions of pixels are outlined in black. The regions were initially generated

around a pixel near the top-left of the image (the pixel filled with the diagonal lines

in Figure 2.4). It is being compared to a region in the right side of the image in

Figure 2.4. This comparison reveals an exact match, not affecting the VA score of

the source pixel. Ultimately, each pixel in the image is assigned a VA score. First, a

random pattern of pixels (the pixel neighborhood to be sampled) is generated around

each pixel. The generated neighborhood is compared to others randomly-selected

ones in the image. The degree of mismatch between the regions is computed. For

example, identical neighborhoods will have no mismatch and will not modify the

VA score of that pixel, while different neighborhoods will raise the VA score. In the

end, the regions with the highest scores are those with the least similarity to the

rest of the image. For a detailed explanation please refer to [2].

Although the Stentiford VA map is similar in purpose to the Itti-Koch saliency

map, its use and interpretation are inherently different. Most significantly, there is

no time component to the VA map, whereas time is essential to the understanding

of the saliency map of Itti-Koch. This limits the VA map to spatial analysis, offering

little discrimination between multiple highly-scored regions of an image (i.e. if two
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Figure 2.4: Matching pixel neighborhoods in the Stentiford Model (adapted
from [135]). Each box indicates a pixel. The outlined pixels are those
in the randomly-generated comparison region

regions in the VA map are both awarded high scores the model does not incorpo-

rate an mechanism such as Itti-Koch’s winner-take-all neural network to absolutely

select one location over another). Furthermore, the VA map can only be used on

static images, not video (unlike the Itti-Koch model).

However, the Stentiford VA map is useful for segmenting regions. Unlike

color-based segmentation algorithms, which tend to differentiate between heteroge-

nous regions, the VA map excels at keeping closely-located heterogeneously-colored

regions together. The Itti-Koch map does not detect regions, but single salient

points of fixation, which leaves the determination of the attended region beyond the

fixation to later processing. Figure 2.5 shows an image (Figure 2.5 (a)), its saliency
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(a) (b) (c)

Figure 2.5: Comparison between the Itti-Koch saliency map and Stentiford visual
attention map. The original image appears in (a). The saliency map
is shown in (b). The visual attention map is (c).

map (Figure 2.5 (b)), and its visual attention map (Figure 2.5 (c)). Note that al-

though the target object (the orange “detour” sign) is highlighted in each map, it

appears more consistent in the visual attention map. However, the visual attention

map also gives the same significance to many other areas of the image (including

the border between the top of the trees and the sky as well as as the road) which

are less prominent in the saliency map.

2.3.3 Other models

Rybak et al. [121] proposed a computational model of visual perception and

recognition that is led by attention. In their work they represent images using the

computed scanpaths. It is demonstrated that this scanpath can be used to recognize

images invariantly.
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Draper et al. have shown that even a simple implementation of visual atten-

tion (in this case, detecting corners) can yield useful results [27]. Their work models

the expert object recognition pathway – the part of the brain that recognizes spe-

cific object. Attention is used to feed data points to this pathway. Ultimately, this

results in hierarchical categories of objects.

2.4 Content-based image retrieval

2.4.1 Overview

Content-based image retrieval (CBIR) is a technique for retrieving digital

images based on featured extracted from low-level physical properties. It is a field

that has has begun to produce a wide variety of real-world applications. These

applications range from shopping [118] to content filtering [147] and content rights

management [53] (with many other novel CBIR implementations remaining in re-

search labs). The prospect of an intuitive, effective CBIR system is a worthwhile

objective which promises to become a useful tool in a variety of domains, from

organizing personal photos to security applications.

A CBIR system is a specific type of visual information retrieval (VIR) system.

Chang et al. [8] provide criteria for the classification of VIR systems. A subset of

these criteria relevant to this work follows:

• Automation: typically, low-level features are extracted without human in-

tervention, although semi-automatic systems also exist.
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• Adaptability: an adaptable system will have the ability of modify the fea-

tures extracted from archive content depending on user requirements.

• Abstraction: there are a variety of levels visual data can be indexed at

(e.g. feature-, object-, syntax-, semantic-level, etc.). The higher the level of

abstraction, the closer the system is to our own natural language.

• Generality: a system designed for a narrow domain may have improved

retrieval efficiency within that domain but not necessarily similar performance

if the database is made more generic.

• Content: the content of the multimedia archive used by a VIR system may

either be static or dynamic. Handling dynamic multimedia databases is more

complex (retrieval algorithms must be modified in order to account for the

changing nature of the content).

• Categorization: several visual information retrieval systems rely solely on

high-level, semantically-meaningful categories for retrieval. Others mix cat-

egorization with other retrieval methods (e.g. allowing the user to select a

high-level category and then restricting results only to members of that cate-

gory). Yet other systems to not use any form of categorization.
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2.4.2 Related work

IBM’s Query by Image and Video Content system, QBIC [38], is one of the

earliest landmark CBIR systems. It allows the user to specify their desired query

and retrieve similar images. Queries can be composed by directly specifying image

features or by providing example images. Being among the first implementations, it

is widely cited as an example CBIR system. CBIR has expanded in many directions

since the introduction of QBIC. Advances have been made in the features used

to describe the image content, similarity measures employed to compare images,

and how users interact with CBIR systems, including user interfaces and feedback

mechanisms. The reader is referred to [132] for a summary of the state of the art in

CBIR prior to 2000.

In this work we emphasize CBIR systems that make use of image regions,

rather than global descriptors, for retrieval. An object-based approach to image

retrieval was presented in [142]. The system proposed in [142] uses a web-based

interface in order to allow users to query using specific objects. First a user pro-

vides the URL of an image of their choosing. The system then allows the user to

select regions within the image for querying. The system, one of the first published

attempts to query by regions within images, admitted the challenge of effectively

extracting features from individual objects within images. The method of feature

extraction of this work was refined in [141].

In [7] a method to convert raw pixel data in images to “blobs”, or color- and
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texture-consistent regions is presented. The authors argue that, as images them-

selves are composed of objects, segmenting the image into regions is more meaningful

than a global representation and query. However, they reason that, due to the diffi-

culty of obtaining good segmentation, many CBIR systems used global descriptors,

preferring to have less representative descriptors instead of poorly-defined regions

(which would also result in inaccurate image descriptions). Thus, there is a barrier

that must be overcome to entry before a CBIR system can utilize regions. This

barrier is an effective and reliable segmentation algorithm. The implementation

presented in [7] uses Expectation-Maximization [22] to cluster pixels based on their

color, texture, and position. The computed regions are presented to the user, who

can then select regions to be the basis of the query. Carson et al. identify two

limitations of image retrieval systems [7]:

• Users are looking for objects within images but image retrieval systems repre-

sent only low-level features and disregard spatial organization.

• Image retrieval systems are not intuitive. Results rarely provide a reason they

were returned and query refinement is not always straightforward.

The work of Forsyth et al. [39] is cited by Carson et al. [7] in order to make

the case that it is not only desirable, but necessary to identify objects within images.

In [39] it is stated that in order to satisfy the wide variety of potential queries, it

must be possible to define objects within images, as difficult as the task may be.
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Interfaces employed by CBIR systems are critiqued in [7], stating that it is

not sufficient to “set a few knobs”, view the results of the query, and adjust the

parameters. More specifically, this interface paradigm restricts user control and

obscures the features used by the system for retrieval. Blobworld overcomes these

restrictions by allowing the user to select and weigh the image regions to be used in

the query.

Another region-based CBIR system, NeTra, was proposed by Ma et al. in [79].

As in [7] a method of segmenting images is incorporated. Rather than global fea-

tures, region-based features based on color, texture, and shape are used for indexing

and retrieval. Furthermore, NeTra is web-based, enabling platform-independence

and greater accessibility. In concurrence with [39], [79] states that “automated im-

age segmentation is clearly a bottleneck for enhancing the retrieval performance”.

In NeTra, segmentation is accomplished by following edge flow [78]. Edge flow is a

segmentation method that is able to combine different features, each weighed dif-

ferently (e.g. color, texture, and shape). Feature selection and weighting is done by

the user through the interface in NeTra.

CLUE, proposed by Chen et al. [11], is an image retrieval system that takes a

different approach than that of Blobworld or NeTra to providing more semantically-

consistent results. It employs the region-based segmentation and feature extraction

method described in [10]. The system is novel in that it displays results as clusters

of related images rather than as a list of results ranked by decreasing similarity. In
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this way, potential results are not only similar to the query, but to each other as

well. This leads to results that, at the very least, are more semantically consistent

(i.e. outliers will be excluded as they do not conform to the rest of the results,

despite their similarity to the query).

Zhao and Grosky [157] explicitly considered the meaning of the semantic gap

in terms of the design of a CBIR system. The system proposed in [157] is refined

in [156]. The work uses Latent Semantic Analysis (LSA), a processing technique usu-

ally associated with text, not images, to cluster frequently-occurring image features

(please refer to Section 2.5 for more information). It is stated in [157] that meta-

data can be either content-dependent or content-independent. Content-dependent

metadata refers to the traditional features of CBIR systems, building indices solely

from the physical properties of the image (e.g. low-level features such as color, tex-

ture, and shape). Content-independent metadata is all other data that cannot be

automatically derived from the image content, such as the names of objects within

images, the relationship between the objects and the scene, or even the location

the picture was taken at, or simply a text description of the image. However, four

reasons for text descriptions of images alone being insufficient for effective retrieval

are provided:

• Text cannot capture perceptual saliency

• Certain entities or events cannot be captured by text alone
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• Text cannot correlate perceptual and conceptual features

• Text descriptions are subject to the annotator’s own interpretation and, as a

result, lead to inconsistencies and ambiguities

The combination of the ESP Game [148] and Peekaboom [149] dispute some of

this criticism. The ESP Game relies solely on textual descriptions of images. Incon-

sistencies and ambiguities are mitigated by finding concurrency in the descriptions

provided by a large number of users, which was not accounted for in [157]. Using

the data collected by the ESP Game, Peekaboom adds spatial location metadata to

the text descriptions. When the entirety of the collected data – text, locations of

text labels, and the times of guesses – is taken into consideration it can be seen that

perceptual information is expressed.

2.4.3 Components

The architecture of a generic CBIR system is shown in Figure 2.6. It is a

refinement the CBIR architecture proposed in [83]. The major components are main-

tained, but the relationships between these components are modified and explicitly

labeled. It consists of the following components:

• User: the user is the most important consideration when designing an image

retrieval system. Ultimately, if the user is not satisfied, the design for the

rest of the system is for naught. In the most general sense, the user is not
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Figure 2.6: General architecture of a CBIR system

necessarily a human user, but may be another computer-based application (e.g.

an intelligent agent that queries and makes decisions based on the returned

results). However, generally, CBIR research does place a human as the end-

user, including this work. The remainder of this dissertation concerns the

design of a CBIR system specifically intended for a human user. In a CBIR

system the user plays the critical role of composing the query by interacting

with the user interface and evaluating the quality of the retrieval results.
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• User interface: the user interface allows the composition of queries and

evaluation of results. A variety of strategies for composing queries may be

considered (they are described later in this section). The user interface in-

cludes visual summaries of the image archive content. The summaries may

be used for the composition of a query, free browsing of the image archive, or

representation of query results.

• Query: the query is generated by the user through interactions with the user

interface in order to select a subset of images from the image archive. The

query may be as narrow as asking for the return of a specific image from the

archive, or as vague and challenging as “show me pictures of happy people”

(see Section 2.4.4 for more details).

• Indices: indices are a searchable representation of the image archive. They are

generated through a process known as feature extraction. Feature extraction

algorithmically analyzes the physical content of images and results in a new

representation that allows the similarity between images to be expressed.

• Visual summaries: traditionally, visual summaries of an image archive are

thumbnails – low-resolution version of the images in the image archive. In

certain cases visual summaries may include additional information, such as

representations derived from feature extraction.
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• Image archive: the image archive is a collection of digital signals sampled

from projections of light onto two-dimensional sensors. The scope of the image

archive greatly affects the design of the other components. For example, if the

scope is restricted to a narrow field it may be possible to improve the quality

of the indices by selecting more effective feature extraction algorithms and

design the user interface for the narrower task. On the other hand, a large

and diverse image database makes it more difficult to retrieve specific images

due to the greater ambiguity and increased number of potential responses to

queries.

Furthermore, the components of a CBIR system can exists as either online

or offline processes (also indicated in Figure 2.6):

• Online: the user, user interface, and query are the minimum components

of the online domain of a CBIR system. These three components are the

minimum portions of a CBIR system that must be dynamic, changing with

each use.

• Offline: these components, the indices, visual summaries, and image archive,

are the only components of a CBIR system that can be offline and static. In

this case, they are computed one time and do not change, regardless of the

query or interactions with the user interface.
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Note that components denoted as offline do not necessarily need to be so and

may be implemented as online instead. For example, the image archive may grow

over time, or the indices may change as in response to user actions. However, those

components marked as online in Figure 2.6 are required to be implemented as such.

2.4.4 Query

A wide range of paradigms for the design of an interface to query a CBIR

system have been proposed. The interface is the gateway to the image archive.

The minimal user interface, simply the ability to browse all images in the archive

technically satisfies the requirement that an image retrieval system allow the user

to retrieve their intended image from the image archive, but is hardly optimal due

to the amount of time required to manually browse the archive. Subsequent in-

terfaces either organize images or provide querying capabilities. Interfaces can be

characterized as follows:

• Browsing: this is the simplest way to access an image archive. As an im-

provement over a flat browsing structure, images may organized into groups

(sometimes by clustering) for the user to peruse, as in CLUE [11].

• Customized categories: images are structured as hierarchical, domain-

specific categories. One example of an ontology based system is described

in [52]. Hierarchies may consists of multiple, semantically-meaningful levels

(e.g. a top-level category may be “vehicles” and contain categories such as

37



“airplanes” and “cars”, which may themselves include further subclassifica-

tions).

• Query by example image (QBE): this is the classical content-based im-

age search paradigm. The user provides a sample image with the intention

of having the system retrieve similar images. An example of a system that

allows searching by this paradigm is QBIC [38]. There are shortcomings to

this approach. Most significantly, query by example image requires that a

user acquire a representative image before querying. This image may be from

another collection, obtained through means beyond the particular CBIR sys-

tem. This can be concerning, as the user must use other means to search

for images. Alternatively, the example image may be contained within the

same image archive used by the CBIR system. In this case, another querying

paradigm, such as browsing, must be implemented, or random images may be

requested until the users selects and appropriate example.

• Query by image region: queries can be based on a user or system-defined

subset of an entire region. In order to accomplish this the user must be

allowed to manually-define a region of the image, or an unsupervised method

of segmentation must be incorporated into the system. Blobworld [7] and

NeTra [79] are two systems that allow query by image region. The object of

this image paradigm is to improve retrieval results by making the query based
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on the most relevant portion of the given image.

• Query by multiple example images (QBME): the user can provide sev-

eral example images to the system, as in [4]. Commonalities between all the

query images can be used the basis of the query. Furthermore, each query

image can be individually weighed, with the most representative image con-

tributing the most to the query.

• Query by visual sketch: several implementations provide drawing tools for

the user to create an arbitrary image, including that of Santini and Jain [123]

and Retrievr [69]. This is useful in the absence of an example image. The

challenge of this approach is that is relies on the artistic abilities of the user,

resulting in one of the most demanding query interfaces.

• Query by direct specification of visual features: this is this most tech-

nical approach, as in Webseek [133]. The user must understand the character-

istics and implications of each specified visual feature. This approach can be

difficult to use for users unfamiliar with the design and inner workings of the

system.

• Query by keyword: if images have previously been annotated or if textual

contest is available it is possible to search them using text. Google Image

Search is a successful example of this method [42]. Google Image Search

automatically annotates images by using the surrounding text of the web page
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on which the image appears. Query by keyword systems can also rely on

manual annotation of individual images by humans. This is an effective query

method that may operate entirely in the absence of image content, although

it is not always feasible to annotate images in a suitable fashion (i.e. large

database may take too long to manually annotate).

• Multimodal query: multimodal queries are those that combine multiple

modalities (e.g. touch, voice prompts, body movements, etc.). recent inno-

vations, such as large-scale multi-touch displays [18] indicate the increasing

feasibility of multimodal queries, or those that incorporate multiple forms of

input. In [18] multiple users can use all their fingers in a natural way to

manipulate and organize images. One example of academic work investigat-

ing multimodal interfaces [88], which demonstrates a dynamic, predictive user

interface for visual search tasks.

2.4.5 Feature extraction

The selection of a feature or group of features to extract from digital images

is one of the most critical decisions in the design of a CBIR system. The selection of

an inappropriate feature will directly and adversely affect the results. For example,

a color-based feature would not be appropriate for searching an image database

where all objects are similarly colored.

40



While we perceive a particular expression color due to the physical charac-

teristics of the light that radiates onto the rods and cones in our eyes, in digital

technology color can be represented in a variety of ways, many of which have signif-

icantly different interpretations and applications. For example, certain color spaces

may be more invariant to data corruption than others, while others may make chang-

ing the represented data simpler. Four different color spaces were inspected for this

work: RGB, YCbCr, HSV, and HMMD. For each representation a histogram can be

constructed and compared to determine the similarity between images. Color fea-

tures can be extracted from the global image, or from a particular region of interest

using a region mask.

• RGB: This is perhaps the most common representation of an image. RGB

expresses images as three values – a combination of red, green, and blue values.

In digital imaging these values usually range between 0 and 255, although fewer

levels of discrimination may be used for compression. This color space forms

the basis from which the others in this work are derived. Figure 2.7 shows an

image decomposed into its R (red), G (green), and B (blue) components.

• YCbCr: The YCbCr represents color image as a combination of luminance

(Y ) and chrominance (Cb and Cr) components. It was developed to enable

color television broadcasts. One benefit of this representation is that both

chrominance components can be disregarded by older equipment incapable of

41



displaying color images while still displaying a meaningful image based solely

on luminance information. Furthermore, both chrominance components are

frequently sampled at a lower rate and interpolated at the time of display, en-

able a compressed image to be transmitted. Perceptually, it has been demon-

strated that these components are less significant in understanding the image

than luminance. Figure 2.8 shows an image and its YCbCr components. The

following formulas were used to convert from RGB to YCbCr [45]. The con-

stants used to scale R, G, and B in the equations may vary slightly in different

implementations.

Y = 0.299 × R + 0.587 × G + 0.114 × B (2.1)

Cb = −0.169 × R − 0.331 × G + 0.500 × B (2.2)

Cr = 0.500 × R − 0.419 × G − 0.081 × B (2.3)

• HSV: HSV stands for hue (H), saturation (S), and value (V ). It is particularly

suited for applications such as digital image editing because each component

can be acted upon individually (e.g. an image can be brightened my modify-

ing only the value component, leaving the others unchanged – the equivalent

operation in the RGB color space would need to modify the red, green, and

42



blue components). A color in HSV can be visualized as falling within a cone.

Hue is a value in degrees, which represents the color as a continuous spectrum.

Thus, a value at 0 degrees is near one at 355 degrees. Saturation and value

are typically expressed as percentages. A saturation of 100% indicates that

the pixel has the maximum amount of “colorfulness”, whereas a saturation

of 0% for a particular pixel indicates a subdued grayness. Value is similar

to the intensity of a pixel, or the amount of light that is radiated from that

point. A value of 0% indicates black, regardless of the hue or saturation. Fig-

ure 2.9 shows an image and representations of the hue, saturation, and value

components. While the hue component does not map well to such a repre-

sentation, the saturation component shows and value components are quickly

understood. The equations used for translating from the RGB color space to

the HSV color space are shown below. Note that Max is the maximum of

either red, blue, or green color components of a pixel. Similarly, Min is the

minimum of these values.

Max = maximum(red, green, blue) (2.4)

Min = minimum(red, green, blue) (2.5)
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Delta = Max − Min (2.6)

H = 60 ×







































G−B
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, Max = R

2 + B−R
Delta

, Max = G

4 + R−G
Delta

, Max = B

(2.7)

S = Delta/Max (2.8)

V = Max (2.9)

• HMMD: The HMMD color space is similar to HSV, composed of the hue (H),

sum (S), and difference (D). Difference is equivalent to Delta (Equation 2.6),

while hue (Equation 2.7)is the same as its HSV counterpart. Figure 2.10 shows

an image decomposed into the HMMD color space. S is calculated as shown

in Equation 2.10.

S =
Max + Mim

2
(2.10)

2.4.6 Similarity

A similarity measure is metric which expresses how close or far two n-

dimensional feature vectors are. When a query is executed the similarity between
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Original R G B

Figure 2.7: An image represented in the RGB color space

Original Y Cb Cr

Figure 2.8: An image represented in the YCbCr color space

Original H S V

Figure 2.9: An image represented in the HSV color space

Original H S D

Figure 2.10: An image represented in the HSD color space
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the query image (or query images) and every image in the database is calculated.

The images which are closest (those with the smallest distances from the query) are

expected to be better results.

The following list presents several distance measures. The notation for each

is the same. Each distance measure compares two vectores, u and v. Both vectors

have a dimensionality of n.

• L1 distance: L1 distance (also known as Manhattan distance and city block

distance) is the sum of the absolute difference of each point in the vector. The

L1 distance between vectors u and v is

L1(u, v) =
n

∑

i=0

|ui − vi| (2.11)

• L2 distance: L2 distance is commonly referred to as Euclidean distance. In

two dimensions the Euclidean distance is equivalent to placing a ruler be-

tween two points and recording the measurement. This can be extended to

n-dimensions. It is the simplest distance measure. The Euclidean distance

between vectors u and v can be expressed as

L2(u, v) =

√

√

√

√

n
∑

i=0

(ui − vi)2 (2.12)

• D1 distance: The D1 distance measure was proposed in [51]. It is defined as
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D1(u, v) =
n

∑

i=0

|ui − vi|

1 + ui + vi

(2.13)

• Cosine distance: Cosine similarity is the angle between two n-dimensional

vectors. The smaller the angle, the closer the vectors are. It is a common

similarity measure in text document retrieval. Although it is not typically

used to compare image features such as color histograms, it is a valid and

applicable distance measure to use to compare vectors. Cosine similarity is

calculated as follows

CosD(u, v) =
u · v

||u|| ∗ ||v||
(2.14)

For clarity, this equivalent representation is also provided

CosD(u, v) =

∑n
i=0

uivi
√

∑n
i=0

u2
i

√

∑n
i=0

v2
i

(2.15)

• Histogram intersection distance: Histogram intersection is a distance

measure specifically developed to distinguish between color histograms and,

as such, of particular interest [140]. The equation for histogram intersection

distance is

HistD(u, v) =
n

∑

i=0

min(ui, vi) (2.16)
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The value may be normalized for the number of pixels in the image. It indicates

“the number of pixels from the model that have corresponding pixels of the

same color in the image” [140]. The objective of the method is to exclude

distracting values and only count common colors.

2.5 Text retrieval

Text retrieval (also referred to as document retrieval or text analysis) is a

subset of the broader field of information retrieval (of which CBIR also belongs

to). It is the interpretation of a corpus – a collection of “documents” – in response

to a given query. The query may be a small as a single term. Contemporary text

retrieval systems have scaled to massive proportions. Vannevar Bush’s classic article

“As We May Think” [6] is often given credit for “the idea of access to large amounts

of stored knowledge” [130] – the idea of an automated text retrieval system.

Just as it is not feasible to search through thousands of images directly in

an image retrieval system, it is not practical to search through an entire corpus

(collection of all documents in the database) to fulfill a text query. A text retrieval

system must present an alternate representation for its searched documents in order

to be an efficient solution. Text retrieval is a mature and deep field. It is covered

here to the extent it is necessary to build a system to search for images by keyword

annotation.

Text retrieval systems include the following three components:
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• Indices: inverted indices (terms pointing to the documents containing the

terms generated from the source documents themselves) are constructed

• Text analysis: due to the nature of text, techniques such as stemming (re-

ducing words to their common root) and collecting synonyms are used

• Similarity-based ranking: documents and queries are be represented as

vectors and a vector similarity measure such as the cosine coefficient is be

used

Results are typically returned as a ranked (ordered) list of documents in

decreasing similarity. Document similarity is a combination of certain statistical

values that may include [158]:

• The frequency of a term within a document

• The frequency of a term within the query

• The number of documents containing a certain term

• The total number of occurrences of a certain term within all documents in the

collection

• The number of documents in the collection

• The number of indexed terms in the collection
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Similarly, Fang et al. [35] group retrieval heuristics into four categories: term

frequency, term discrimination, length normalization, and term frequency-document

length. In general, the objective is to find documents that are more relevant to the

query term. A document that mentions the query term more frequently may not

be sufficient if it is far longer than other documents. Thus, each term must be

individually weighted using the following three heuristics [158]:

• The more a documents a term appears in, the less weight it is given

• The more frequently a term appears within a single document, the more weight

it is given

• The more terms a document contains, the less weight it is given

Vector-based methods for text retrieval include term frequency-inverse doc-

ument frequency (TF-IDF) [102]. TF-IDF first was introduced in [122]. IDF was

shown as the optimal weighing in the case where each document retrieves itself [106].

Many variations of term weighing schemes exist, but they generally vary in the fol-

lowing three ways [76]:

• Term frequency: this is often modified by application-specific constant terms

• Document frequency: occasionally, this may also be modified by constant

terms
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• Document length normalization: to avoid biasing results towards long

documents, document lengths are normalized

Latent Semantic Analysis (LSA) is often combined with with text retrieval to

improve the performance of results by analyzing the semantic relationships between

the frequencies of terms in a set of documents [68]. It was first proposed in [20].

A first step in the creation of a text retrieval system (once the system has

been specified) is the generation of an inverted index. An inverted index [159] is a list

of terms with pointers to the documents they occur in. The index is composed of all

terms that occur in all documents. Each entry in the inverted index includes pointers

to each document that contains the term, and possibly additional information, such

as the page or paragraph number in which the term occurs. Figure 2.11 illustrates

the process of searching for the term “building” using an inverted index. Instead of

searching the content of each document for the term the system may simply hash

to the entry in the list. Such a simple operation scales remarkably well, regardless

of the number of documents. Additionally, the inverted index is a far smaller data

structure than the corpus and can be stored in main memory [1]. Topics such as

tokenization and parsing are not needed to implement such a system and, as such,

are beyond the scope of this work.

To search for a single term using an inverted index simply hash to the entry

and retrieve the documents that are pointed to by that entry. To search using
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Figure 2.11: Querying using an inverted index

multiple query terms one must first consider how those query terms are associated,

be it by a NOT, AND, or OR boolean operator. Each case is handled as follows:

• x NOT y: look up x and y in the inverted index. Return all results from

the set returned by x except those which also occur in the set returned by

querying for y.

• x AND y: look up x and y in the inverted index. Return only results which

occur in both the set of results for each x and y.
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• x OR y: look up x and y in the inverted index. Return all results from either

set, excluding duplicates.

Documents can be conceived of as vectors in high-dimensional space, where

each entry corresponds to a term in the document and a weight associated with that

term. Note that this representation disregards the semantic ordering of words in

a document. The weighing scheme has several options. Several weighing schemes

include (but are not limited to):

• Binary: weights are either 0 or 1, i.e. indicating only the presence of a

particular term in a document.

• Number of occurrences of the term: in this case, the weight is set to the

number of times a particular term occurs in a given document. However, this

scheme may favor long documents over short ones.

• Term frequency-inverse document frequency (TF-IDF): TF-IDF was

introduced in [122]. This weighing scheme takes into account the frequency of

a term within a particular document, but also normalizes by the total number

of times the term appears in the corpus. The result is a weighing method that

gives “rare” or “novel” terms more prominence (as opposed to common terms

such as “the”, “as”, “and”, etc.). It is calculated as follows, where i refers to a

particular document, j refers to the query term, nij represents the number of
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times term j occurs in document i. and |D| is the total number of documents

in the corpus:

TFij =
nij

∑k
0
nkj

(2.17)

IDFj = log
|D|

|nj|
(2.18)

TFIDFij = TFij · IDFj (2.19)

Documents can be compared in a number of ways, although cosine similarity

(see Section 2.4.6) is a typical distance measure [1].

2.6 Collaborative filtering

Collaborative filtering (CF) systems collect information (feedback) from many

users and then use this information to recommend new items based on a particular

user’s profile. Whereas content-based system analyze the data itself to determine

relevance, CF inspects past user actions, searches for similar users, and bases rec-

ommendations on these results.

A collaborative filtering algorithm is used to recommend products a user may

be interested in based on their past actions. These recommendations are determined

by the interests of similar users [73]. It is important to note that at no point has
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any analysis of the content of the items sold (their textual descriptions, music, etc.)

ever been done. Collaborative filtering is entirely content-free.

Collaborative filtering is far from a solved problem, despite the effective re-

sults that sites such as Amazon.com have demonstrated. For example, Netflix, a

movie rental service, has offered a prize of $1 million to the party that can submit an

improved collaborative filtering method [97]. As of the writing of this dissertation

the Netflix prize remains unclaimed.

According to Herlocker et al. [47], CF systems have three main benefits over

content-based systems:

• The ability to analyze content that is not easily interpreted by au-

tomated processes: examples of feelings, ideas, and politicians as examples

of things that cannot yet be effectively analyzed by content-based approaches

are provided in [47]. For example, in the domain of image retrieval it is be

difficult to use content-based techniques to locate emphatic images (such as

“happiness” or “excitement”), but this is a realistic task for a collaborative

filtering system.

• The ability to provide recommendations based on user taste: CF sys-

tems are able to take advantage of uniquely human judgments (such as taste).

For example, CF systems may be able to determine well-taken photographs

by relying on the ratings of many users.
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• The ability to return serendipitous recommendations: a shortcoming

of content-based systems is that there are many cases where relevant results

have minimal common content. In these instances CF systems are able to

yield results that are sometimes surprising, given that the user would not

have considered them otherwise.

Herlocker et al. [47] state “the potential for collaborative filtering to enhance

information filtering tools is great. However, to reach the full potential it must be

combined with existing content-based information filtering technology”. Melville et

al. [91] concur with this statement.

There are three key issues facing collaborative filtering systems:

• Sparsity [91]: the vast majority of items in a dataset are only rated by a

small subset of users. The odds of finding similar users are low, particularly

in the early life of a system. Content-based retrieval techniques do not suffer

from this issue. Generally, they provide complete similarity information for

all images in the database.

• First-rater problem [91]: this is also known as the cold-start problem. No

item can be recommended unless it has previously been recommended. It is

a particular challenge to new and obscure items in the dataset. In content-

based systems features are usually extracted prior to the system becoming

operational – there is no equivalent of the first-rater problem in CBIR.
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• Gray sheep [12]: without many users, individual ratings may vary signif-

icantly. There is no expectation of consistency between users. Users whose

own preferences differ widely from most others have little hope of obtaining

useful results from a CF system.

Schein et al. studied the cold-start (first-rater) problem in [126]. “Pure

collaborative filtering cannot help in a cold-start setting, since no user preference

is available to form any basis for recommendations” [126]. Thus, in the absence of

CF information, the content itself must be inspected using content-based methods.

Three modes of testing were employed:

• Implicit rating prediction: when no rating is available, such as when a user

purchases an item, the action indicates need but not satisfaction.

• Rating prediction: if ratings are available (such as for movies) it is possible

to predict future ratings.

• Rating imputation: imputation is the prediction of data for which a rating

is implied, but not explicit. For example, if a user has seen a movie, the

objective may be to determine how likely they are to give it a particular

rating. Imputation is useful when datasets are incomplete. It is not always

necessary to imputer missing data. In simple cases incomplete items can be

deleted or ignored.
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Melville et al. [91] augmented CF with content-based information in order to

address the two issues (sparsity, first-rater problem) they identified. Their technique

turns the sparse CF matrix into a dense one by filling it in with the content-based

results. CF is then performed on the dense matrix. The technique is known as

content-boosted collaborative filtering, or CBCF. As per the implementation, the

sparsity problem is resolved. Users have ratings for all items. Because all users

now have items in common with all other users, there are far more choices to rely

on for potential ratings. In their experiments, this approach produced far more

robust results when randomly dropping elements from the CBCF rating array. The

cold-start problem is also mitigated by CBCF. In the absence of CF predictions,

content is instead used to make a prediction. In addition, their results show that

the CBCF prediction outperforms the baseline content-based prediction. Finally, if

either the content-based or collaborative filtering components of the CBCF model

are improved, the overall predictions will as well.

Claypool et al. considered the specific case of finding articles in online news-

papers and also produced a system that combined content-based and collaborative

filters [12]. “Both humans and computers need help filtering information” [12]. This

point is well-taken. The professional movie critic is a human filter of information.

These days, however, the amount of information is expanding faster than we can

manually filter it. Thus, there is promise for approaches such as CF as well as

the semantic web, which promises to make a much wider volume of information
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interpretable by automated agents [84]. “Collaborative filtering applies the speed

of computers with the intelligence of humans” [12].

In the same work, the authors propose a hybrid approach that formulates

predictions based on the weighted average of content-based and collaborative fil-

ters. The weighing method of Claypool et al. [12] is as follows: as user ratings are

recorded the error between the rating and the content-based prediction is computed.

Weights are then changed to minimize past error. In their words, the “approach fully

realizes the strengths of content-based filters, mitigating the effects of the sparsity

and the early rater problems” [12]. The early rater problem is another term for the

cold-start and first-rater problem. It is particularly interesting that their implemen-

tation balances content-based and collaborative predictions uniquely for each user.

Additionally, content-based and collaborative filters can be balanced for each item

in the dataset. “As the number of users and ratings for the item increase, the col-

laborative filter is (usually) weighted more heavily, increasing the overall accuracy

of the prediction” [12].

“Both the collaborative filtering and content-based scored are important but

the extent of their importance towards the aggregate score (or prediction) is very

user-specific” [12]. This statement highly correlates to the interaction of top-down

and bottom-up processes in human visual attention. Indeed, content-based analysis

techniques are based on predetermined rules that have been manually tuned over

time. Collaborative filtering is based on knowledge, acquired knowledge applied
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to a particular situation. Content-based image retrieval suffers from the semantic

gap and the sensory gap because it is an inherently bottom-up process. No matter

how strong content-based analysis is, it will have a difficult (if not impossible) time

bridging these gaps without additional top-down information. In certain limited

domains the top-down knowledge may be learned, but this knowledge cannot be

extended to generic situations. User- and situation-specific knowledge (collaborative

filtering) is the missing top-down component that offers hope for overcoming the

gaps of CBIR.

Paulson and Tzanavari concur that a hybrid content-based and collabora-

tive model holds promise [110]. “Hybrid techniques seem to promise to combine

the positive features of both content-based and social-filtering [collaborative filter-

ing] methods, diminish their shortcomings, and thus produce a more robust sys-

tem” [110]. The authors proceed to present their own hybrid approach which uses

conceptual graphs which consist of concepts and relations. “There have been few

other attempts to combine content information with collaborative filtering” [91].

There is a relatively limited amount of work that has applied collaborative

filtering to image retrieval. Kanade and Uchihashi [65, 146] proposed an approach

known as content-free image retrieval which takes advantages of the human user’s

own perceptual abilities. Instead on trying to retrieve images based on analysis of

their content they take a different approach. They ask the user to group similar im-

ages together. Over time many relationships can be collected. Retrieval relies solely
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on this feedback. If image A is often grouped with image B then the probability

that image B is related to image A increases. Two issues are identified. First, there

is the cold start problem. The system needs to be used to group images before it

is useful in retrieving them. They suggest using content-based retrieval methods as

a good alternative. As an alternative, they suggest inserting new images randomly

into results and having the use sort out the results. Another issue is the amount of

feedback that is needed before the approach will work. This approach was improved

in [75] by using a Bayesian framework.

2.7 Summary

This chapter presented background information that will be referred to through-

out the rest of this dissertation. The chapter began with an overview of vision

science and its disciplines. Attention was then expanded on, due to its applicabil-

ity to this work and the emergence of computational models of visual attention.

The computational model developed by Itti et al. [61] and that of Stentiford [134]

were discussed. An overview of CBIR, text retrieval, and collaborative filtering was

presented, including related work and contemporary challenges.
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Chapter 3

PROOF OF CONCEPT

When one is happy there is no time to be fatigued; being happy engrosses
the whole attention.

E. F. Benson, author, 1867 – 1940

3.1 Introduction

A new model for grouping images based on the similarities between their

salient regions of interest is proposed in this chapter. This work was published

in [86, 87]. It incorporates two computational models of human visual attention

in order to compute salient regions of interest (ROIs). Features in the RGB and

HMMD color spaces are extracted from these regions. These extracted features can

then be used in a variety of applications, such as clustering and CBIR.

Section 2.4 provided a discussion of CBIR, including the state of the art and

current challenges. While some CBIR systems base retrieval results solely on global

image characteristics, several recent implementation have considered retrieval based

on individual image regions (e.g. [7, 79, 72]). This field of interest is sometimes

referred to as object-based image retrieval (OBIR) [49, 72, 142]. Segmentation is a
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Figure 3.1: Scope of the proof of concept, where where shaded blocks indicate the
focus of this work

prerequisite for this type of image retrieval. There are two broad classes of segmen-

tation: strong segmentation (exact) and weak segmentation (approximate) [132].

Figure 3.1 outlines the scope of this work. In this figure the components

which are part of this work are shaded, although other notable alternative imple-

mentations are also illustrated. The objective of this work is to extract regions

(the center of the figure). Regions can be extracted using either weak or strong

segmentation. Weak segmentation was selected for this work. Although weak seg-

mentation may result in segments that are not ideally-formed, strong segmentation
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is difficult to successfully implement, particularly for broad domains [132]. This

project uses a computational model of early visual processes (especially bottom-up

visual attention) to generate weak image segments. The computational model of

bottom-up visual attention was selected partially due to its novelty (this is among

the first work to apply early vision to CBIR), and partially due to its potential to

detect relevant areas of an image. Extracted regions can either be used for browsing

or in further analysis. This work extracts RGB and HMMD color features from the

regions and uses these features to cluster the regions, although other applications

are possible (e.g. similarity measurement, ranking, object categorization, and object

recognition).

It has been shown that promising results for the detection of salient regions

can be achieved using even a simple model of human visual attention. For example,

Draper et al. [27] find corners in images and uses these corners as cues of saliency.

The work models the expert object recognition pathway, which is the part of the

brain which is able to recognize specific objects. There are four components of their

model: early vision (visual attention), the lateral occipital complex (extraction of

edge-based properties), the fusiform gyrus (categorization), and the right inferior

frontal gyrus (instance matching).

Computational visual attention was used for image exploration in [81]. The

model in their work modulates the saliency map (encodes top-down information) by

using past knowledge, aiding object recognition. This contrasts with the proposed
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model of this experiment, which is purely bottom-up. Additionally, our implemen-

tation is unsupervised, whereas in [81] user interaction is needed.

Research has shown that the performance of object recognition systems can

be improved with the inclusion of a computational model of visual attention [120].

In the case of [120], the model of attention guides the system to recognize only the

most salient objects within a scene. This dissertation extends a similar approach to

CBIR. However, there are several differences between object recognition (as in [120])

and similarity-based image retrieval (this work). These differences include the degree

of interactivity, the relative importance of recall and precision, the broader appli-

cation domains and corresponding semantic ranges, and the application-dependent

semantic knowledge associated with extracted regions [13].

The key hypothesis tested in this chapter is that image retrieval can be im-

proved by using a computational model of visual attention. Section 3.2 presents

the design and components of the proof of concept system. Experiments and re-

sults appear in Section 3.3. The proposed method’s ability to detect salient regions

of interest is evaluated in Section 3.3.2. The method is then applied to CBIR in

Section 3.3.3. A discussion of the experiments and results is presented in Section 3.4.
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3.2 Design

3.2.1 Overview

This section presents a biologically-inspired approach to image retrieval that

extracts ROIs using two computational models of visual attention. The effectiveness

of the method is empirically demonstrated using a 110-image database containing

184 regions of interest, with each region of interest being salient by design.

The method demonstrated here incorporates two models of visual attention.

The first, the Itti-Koch model [61] produces a saliency map which targets the most

salient locations within an image at a certain point in time. The other, the Stentiford

model [135], produces a visual attention map which highlights the most unique areas

of an image. The saliency map is used as a first cue to which points in an image are

salient, and the visual attention map is used to extract salient regions around the

aforementioned points. Image are clustered together based on the features extracted

from these regions, not from global areas of an image. This results in images being

associated with other images sharing common salient regions, rather than global

characteristics (e.g. two images dominated by a blue sky are not necessarily similar

in our model unless they also share a common ROI).
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Figure 3.2: The proposed attention-driven model for grouping similar images

3.2.2 Components

The proposed design consists of four stages, as depicted in Figure 3.2: early

vision (visual attention), region of interest extraction, feature extraction, and clus-

tering. These stages are described in the following list:

• Early vision: The first stage models early vision, that is, what our visual

attention system is able to perceive in the first milliseconds after initially per-

ceiving a stimulus. The purpose of this stage is to indicate the most salient
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areas of an image. The input to this stage is a single source image. The out-

put is the saliency map (derived from color, intensity, and orientation) and

the visual attention map. We use the Itti-Koch model of visual attention to

generate the saliency map. It has been successfully tested in a variety of ap-

plications [58]. Saliency maps were computed using a Java implementation

of the Itti-Koch model of visual attention [98]. The visual attention maps

proposed by Stentiford were generated by our research group’s MATLAB im-

plementation of the methods described in [135]. The proposed model is not

domain-specific and does not impose limits on the variety of images that it

applies to, provided that there is at least one salient ROI within the image.

• Region of interest extraction: This stage generates ROIs based on the

saliency and visual attention maps. A detailed description of the process can

be found in [87]. It is inspired by [120]. The model appreciates not only the

magnitude of the peaks in the saliency map, but the size of the resulting salient

regions as well. The extracted ROIs represent the areas of the image that are

likely to be attended to first. These are the only regions of the image that

are used for feature extraction, the next stage in our model. This algorithm

combines the Itti-Koch saliency map with segmented results from Stentiford’s

visual attention map in a way which leverages the strengths of both methods

while mitigating their shortcomings. Two major strengths of the Itti-Koch
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Figure 3.3: General block diagram of the region of interest extraction algorithm

saliency map are its ability to account for color, orientation, and intensity,

as well as its ability to discriminate between salient regions. In contrast,

Stentiford’s visual attention map is based on color and shape alone and is less

discriminative. Stentiford’s method excels in bounding salient regions, whereas

Itti-Koch emphasizes salient points. This enables the method proposed by

Stentiford to handle relatively large regions.
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The ROI extraction algorithm is illustrated in Figure 3.3. A binarizing thresh-

old is applied to the grayscale Itti-Koch saliency map in order to extract the

most salient points. This threshold is a critical parameter in our experiments.

A lower threshold will result in more seeds being passed to the next phase

and, ultimately, more predicted regions of interest (more true positives and

false positives). A higher threshold results in fewer seeds for ROI extraction

(fewer true positives and more false negatives). If the threshold is very low,

the ability to discern between multiple ROIs will be reduced as multiple inde-

pendent regions will appear to be a single large region (a low threshold will

result in more of the image appearing to be salient). This is the worst case

as the number of false positives and false negatives both increase. The IPB-S

(Image Processing Block – Saliency Map) module is responsible for this func-

tion of binarizing the saliency map. The complementary block for the visual

attention map is labeled as IPB-V (Image Processing Block - Visual Attention

Map) in this figure. This block binarizes the visual attention map, although

the binarizing threshold is far less sensitive due to the nature of the visual at-

tention map. Regions in the Stentiford visual attention map that occur in the

same location as salient points are preserved and used as a mask to extract re-

gions of interest. Ideally, this method will produce a mask which corresponds

to the most prominent objects in a scene and thus allows is to discard what

is not salient. The mask generation block combines the outpue of IPB-S and
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IPB-V into a mask of all ROIs in the image. Both maps are combined using

the logical AND function.

• Feature extraction: The proposed system is flexible enough to allow a vari-

ety of feature extractions algorithms to be used (e.g. common CBIR features

such as color histograms, color correlograms, texture descriptors, shape de-

scriptors, etc.). The reader is referred to [80, 24] for a comparative analysis

of such features. These features are calculated on a region-by-region basis,

resulting in each ROI being assigned its own feature vector and an image

potentially being associated with multiple feature vectors. In this work two

color-based feature extraction descriptors have been been implemented. The

first is a 27-bin RGB color histogram. The other is a 32-cell quantized HMMD

descriptor. The HMMD descriptor operates in a color space that is closer to

being perceptually-uniform than the RGB color space. Thus, we anticipated

better results from HMMD than RGB.

• Clustering: Ultimately, this design groups the feature vectors together by

employing a general-purpose clustering method. Because several regions of

interest may be extracted from a single image, an image may also be assigned

to multiple clusters as well. This is a distinction between this approach and

other cluster-based approaches, which often restrict cluster membership to

one cluster per image. The flexibility afforded by the existence of multiple
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ROIs per image allows images to be associated based on the characteristics of

the regions that are more likely to be perceptually-relevant (rather than the

alternative, global information). Chen et al. [11] demonstrated that clustering

and ranking relevant results is a viable alternative to the typical method of

presenting results as a linear ranked list. An example of our results, illustrated

in Figure 3.4, shows how 18 images have been divided into five clusters based

on their salient regions of interest. The images are from the FAU Salient image

database (Section 4.4.2). There are a total of 20 regions of interest. The final

clusters group images based on whether they contain the following objects: a

miniature basketball, tennis ball, blue plate, red box, and yellow road sign.

This example illustrates how the proposed clustering approach groups related

images together despite large variations their backgrounds.

3.3 Experiments and results

3.3.1 Methodology

A subset of the STIMautobahn, STIMcoke, and STIMtriangle image databases

(available from http://ilab.usc.edu/imgdbs/ [60]) was selected for these experi-

ments . Please see Section 4.4 for a detailed discussion of image databases for CBIR.

These image databases were chosen due to a particular requirement of this work:

each image should contain at least one salient by design region. In the selected im-

age databases, these regions may be road signs, soda cans, or road warning triangles,
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Figure 3.4: Examples of clustering based on ROIs for a small dataset. The ex-
tracted ROIs are outlined.
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(a) (b) (c)

Figure 3.5: Examples of the three types of images in the resulting dataset. (a)
consists of warning triangles, (b) road signs, and (c) soda cans

(a) (b) (c)

Figure 3.6: Sample ground truth and saliency information. (a) is the original
image, (b) is the ground truth, and (c) is the resulting saliency map

respectively.

A dataset of 110 images was selected: 41 images from the STIMautobahn

set (road signs, Figure 3.5 (a)), 41 from the STIMcoke dataset (red soda cans in a

variety of settings, Figure 3.5 (b)), and the remaining 28 from STIMtriangle (road

emergency triangles, Figure 3.5 (c)).

Ground truth object masks were manually created by the author of this

dissertation and verified by three members of the research group. 184 regions
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were recorded. Several images contained multiple ROIs. Each image contained

at least one ROI. These 184 regions were manually assigned one of 22 semantically-

meaningful labels (listed under the Category column in Table 3.1).

An example of the ground truth is shown in Figure 3.6. In this figure (a) is

the original image. It contains three salient objects (all road signs). The manually-

generated ground truth is shown in (b). In this case, the three objects all belong

to different clusters, as shown by the different colors assigned to the corresponding

ROI mask. Figure 3.6 (c) shows the computed saliency map.

The saliency map was computed for each image in the database and used

to extract the salient ROIs following the process described in Section 3.2.2 and

illustrated in Figure 3.3. Each ROI was encoded as both a 27-bin RGB histogram

and a 32-cell quantized HMMD descriptor. The result was 184 RGB feature vectors

and 184 HMMD feature vectors. Each set of feature vectors were independently

clustered using the k-means clustering algorithm [66].

The objective of any information retrieval system is to maximize the number

of true positives (TP ) and minimize both the number of false positives (FP ) and

false negatives (FN). The more images that are retrieved, the more true positives

can be included in the results set. In the extreme case, when the size of the results

set is equivalent to the size of the corpus the number of true positives will always

be maximized, as every document will be returned. However, this is not a practical

approach to information retrieval, as the number of false positives is also maximized.
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Practitioners must balance the desire to display relevant results while being cautious

of including irrelevant results.

Precision measures how many of the retrieved documents are relevant. It

is defined in Equation 3.1. Note that TP + FP is the total number of images or

regions retrieved (the total number of results depending on the experiment). If all

of the results are relevant then Precision is at its maximum value, 1. If none of the

documents in the results set are relevant Precision is 0.

Precision(TP, FP ) =
TP

TP + FP
(3.1)

Recall differs from Precision in that it measures what part of all relevant

results in the corpus was included in the retrieved set of results. Thus, if all relevant

results have included, Recall is 1. If no relevant results are returned Recall is 0.

Recall is defined in Equation 3.2.

Recall(TP, FN) =
TP

TP + FN
(3.2)

Precision and Recall have an inverse relationship. It is possible for Precision

to be 1 (ideal) and Recall to be very low, particularly if the corpus is large in relation

to the size of the results set. Conversely, if the size of the results set is close to the

size of the entire corpus Recall will approach 1 and Precision will approach 0. The

tradeoff between Precision and Recall is usually plotted in a P-R graph.
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3.3.2 Region of interest extraction

The objective of this experiment is to verify the quality of regions extracted

using a computational model of human visual attention.

It was necessary to determine the ideal value of the binarizing threshold of

the IPB-S block (see Figure 3.3). When this parameter is increased, the generated

points of attention are reduced in number and the detected regions are fewer (thus,

fewer false positives and more false negatives). When the value of this parameter is

reduced, more points of attention proceed to the mask generation stage (more false

positives but fewer false negatives). A balance must be empirically determined.

The natural tool to use for this estimation is the Receiver Operating Characteristic

(ROC) curve.

ROC curves [19] represent results in a way that allows parameters to be

evaluated and tuned. ROC curves plot the HitRate against the FalseAlarmRate.

The HitRate is equivalent to Precision (Equation 3.3). The FalseAlarmRate

(Equation 3.4) is the ratio between the false positives in the result set and the total

number of false positives that exist in the entire corpus. It represents wasted effort

due to incorrect predictions. ROC curves are generated by varying parameters in a

model, affecting the HitRate and FalseAlarmRate. Visual inspection of the ROC

curve can be used to set the varied parameter. Although the desire is to maximize

the HitRate, the risk of a FalseAlarmRate that is too high must be taken into

account.
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Figure 3.7: ROC curve generated to evaluate the ROI extraction algorithm as
a function of the threshold used to binarize the saliency map in the
IPS-S block.

HitRate(TP, FP ) = Precision(TP, FP ) =
TP

TP + FP
(3.3)

FalseAlarmRate(TP, FP ) =
FP

TP + FP
(3.4)

The resulting ROC curve is shown in Figure 3.7. This figure plots the false

alarm rate (vertical axis) against the hit rate (horizontal axis).

Regions obtained in this experiment are classified as follows:
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• True positive: in this experiment, a true positive is a region in the ground

truth that has been identified by the proposed ROI extraction algorithm. In

Figure 3.10 (a), the warning triangle is a true positive.

• False positive: a false positive is a predicted ROI (a region that remains at

the end of the ROI extraction method) but does not correspond to any ground

truth ROI in the same image. In Figure 3.10 (a) the spurious regions are false

positives.

• False negative: a false negative is an ROI from the ground truth that is

not identified by a predicted ROI. In Figure 3.10 (b) the soda can is a false

negative.

The other possible case, true negatives, does not apply to these experiments

as this is not a binary classifier and we do not explicitly identify regions of the image

that are not to be detected.

The marked point on the ROC curve is at a hit rate of 76.74% and a false

alarm rate of 27.67%. The threshold value that generated this point, 190, was

determined to be the best value of the binarizing parameter for this dataset. Other

points on the ROC curve could have been selected. For example, one may be more

cautious and select a point that yields a lower false alarm rate. Or, one could be

more aggressive and select a threshold resulting in a higher hit rate.
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3.3.3 Content-based image retrieval

The extracted regions (at the optimum threshold value – Section 3.3.2) are

evaluated in a CBIR system in this section. The objective of this experiment is

to compare the performance of the extracted regions to a baseline case (searching

by global image features) and the optimal case (searching by perfectly-segmented

regions of interest – the ground truth). In this section we test the hypothesis that

CBIR will be improved by searching by region-based rather than global features.

The same 110-image database and ground truth (184 manually-defined re-

gions, 22 categories) used in Section 3.3.2 was used for this experiment. The HSV

color histogram was extracted. Thus, three sets of features were compared:

• The HSV color histogram for all pixels in each of the 110 images (global)

• The HSV color histogram for the 184 ground truth regions of interest

• The HSV color histogram for the 194 extracted regions of interest

Note that more regions were extracted from regions (194 regions) than exist

in the ground truth (184 regions).

In order to evaluate the system, 184 queries were posed – each ground truth

region was a separate query. Three cases were evaluated: global (using every pixel

in the image), regions of interest (using the area of the image coinciding with the

extracted regions), and the ground truth (the area of the image coinciding with

the particular ground truth mask). The precision-recall graph for the HSV color
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Figure 3.8: Precision-recall results for the HSV color space

histogram feature is shown in Figure 3.8. The D1 distance measure (defined in

Section 2.4.6) was used to compare feature vectors and rank the results.

It can be observed from Figure 3.8 that the worst performance results from

the Global feature, the best from the GT (ground truth) feature, with the ROI (ex-

tracted region of interest) feature exhibiting performance that is in between Global

and ROI. The graph shows that global features that weight all parts of an image
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equally are not appropriate for region-based image retrieval. The ground truth re-

sults show the optimum potential performance of this approach, if one were able to

extract strongly-segmented, perfectly-defined regions. The ROI results show that

our performance performs better than global features at all but the highest recall

rates, which confirms the hypothesis presented at the beginning of this section. The

disparity between the performance of the ground truth and that of the extracted

regions can be narrowed by improving the ROI extraction method. Please note that

the ROI feature never reaches full recall (recall equal to 1) because it is not able to

extract all regions (i.e. false negatives remain).

Table 3.1 shows the mean and weighted average precision for all categories

for the HSV feature. The mean average precision is the average of all values. The

weighted average precision is biased by the number of images in the category (shown

in the Count column). Certain categories are clearly appropriate to use with this ap-

proach, such as black red inverted sign, orange pylon, and yellow fire hydrant. Oth-

ers, such as the yield category are not appropriate for region-based image retrieval

and exhibit better performance using global features. Certain categories are not de-

tected, regardless of global- or ROI-based features, including gray utility connection

and green lawn ornament.

The overall weighted mean of all categories shown in Table 3.1 for region-

based retrieval is 0.39. The ground truth weighted mean is 0.59. Using global

features results in a weighted mean of 0.19. Both region-based and ground truth
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Table 3.1: Mean and weighted average precision for all categories using HSV

Category Count Global ROI GT

black red inverted sign 3 0.00 1.00 1.00
blue round sign 6 0.17 0.50 0.50
coke can 41 0.34 0.63 0.68
gray utility connection 3 0.00 0.00 1.00
green lawn ornament 2 0.00 0.00 1.00
handicap sign 5 0.00 0.36 0.44
orange black marker 2 0.00 0.25 0.50
orange phone 3 0.00 0.56 0.89
orange pylon 3 0.00 1.00 1.00
red white circle 4 0.19 0.13 0.44
small simple white sign 1 0.00 0.00 1.00
tennis ball 13 0.12 0.12 0.46
triangle warning sign 28 0.26 0.48 0.55
turquoise cup 9 0.09 0.15 0.56
white flat object 3 0.00 0.67 1.00
white gray sign 10 0.23 0.37 0.42
white marker 20 0.24 0.06 0.56
white red turning bank arrow 3 0.00 0.67 1.00
white square red circle 9 0.16 0.21 0.26
yellow fire hydrant 2 0.00 1.00 1.00
yellow sign 11 0.02 0.24 0.36
yield 3 0.22 0.00 0.78

Arithmetic mean 0.09 0.38 0.70
Weighted mean 0.19 0.39 0.59
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features outperform the global approach, confirming the hypothesis proposed in this

section. The disparity between the ground truth and the ROI results can be reduces

by improving the process of extracting regions. Even with the current method, the

results compare favorably to the state of the art in CBIR. For example, Datta et

al. combine human-generated ontologies with CBIR in order to automatically add

semantic information to images [16]. Average precision for their implementation is

between 35% and 45%, depending on the scenario. Our performance is in line with

these results.

3.4 Discussion

This chapter presented a method to detect regions of interest using a compu-

tational model of visual attention. The experiments were performed on a 110-image

dataset encompassing 184 ROIs with at least one ROI per image. The extracted

ROIs are derived from the most salient regions of the image. The proposed method

was also evaluated in a CBIR system. It was demonstrated that the extracted

regions outperform retrieval using global features.

At the selected binarizing threshold for the saliency map 77% of ROIs are

detected, with a false alarm rate of 28% (obtained in Section 3.3.2). The proportion

of ROIs detected (77%) indicates that there are still cases where ROIs will never be

found (23% false negatives). Other, methods, such as those that are not content-

based, must be used in these cases. This limited the performance of the implemented
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(a) (b) (c)

(d) (e)

Figure 3.9: An example of region of interest extraction. (a) shows the original im-
age, (b) the processed saliency map, (c) the processed visual attention
map, (d) the region mask, and (e) the extracted regions.

CBIR sytem (Section 3.3.3 as well).

An example of a successfully extracted regions is shown in Figure 3.9. The

original image is shown in Figure 3.9 (a). In this case the target image is the

orange road sign. The saliency map (Figure 3.9 (b)) hits the road sign as well

as several extraneous regions. The visual attention map (Figure 3.9 (c)) exhibits

similar results. Note the ability of the visual attention map to extend the region to

nearly the border of the road sign. The generated mask (Figure 3.9 (d)) eliminated

the spurious regions and segments the target (Figure 3.9 (e)).

It is possible to improve the ROI extraction algorithm. There are three ways
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the extraction method can fail:

• False positive: a ground truth ROI does not correspond to a predicted ROI.

This case is shown in Figure 3.10 (a). While the intended region, the orange

and white warning triangle, is detected, many extraneous regions are also

found. These are all labeled as false positives as they do not correspond to

regions in the ground truth.

• False negative: the predicted ROI does not correspond to a ground truth

ROI. Figure 3.10 (b) illustrates this case. In this figure the intended ROI, a

red soda can, is not detected. Because the region is missed it is recognized

as a false negative. Instead, a region was generated for the distractor, a lime-

colored tennis ball. Since this region does not exist in the ground truth it is

designated as a false positive.

• False region: the predicted ROI does correspond to a ground truth ROI, but

is it an inadequate representation (either too large or too small). In Figure 3.10

(c) a single region was predicted by the proposed model. While this region

correctly encompasses the intended object (the red warning sign), it includes

a large amount of extraneous information – too much to consider this a useful

region. The feature vector generated from this region would not be accurate.

Note that this case includes the instance in which a region grows so large as

to encompass two regions (label two independent regions as one).
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(a)

(b)

(c)

Figure 3.10: Cases in which the method of predicting ROIs fails. (a) indicates
several false positives. (b) is a false negative. (c) is a false region.
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ROC curves are traditionally monotonically increasing, but the one presented

in Figure 3.7 is not. While the ROC curve produced by these experiments initially

corresponds to a traditional ROC curve, towards the end the hit rate actually de-

creases while the false alarm rate continues to increase. This is due to the nature

of modifying the binarizing threshold in our experiment. Lower thresholds result in

more seeds and larger regions of interest. When ROIs become too large and overlap

each other, the ability to retrieve and distinguish between multiple ROIs is reduced.

Missing an ROI will have repercussions throughout the remainder of the process,

as it can never be recovered. An absent ROI can affect entire clusters of predicted

regions.

Restricting the model solely to bottom-up visual attention limited its perfor-

mance – no region-specific information could be included. For example, we could

have gently introduced top-down heuristics by extracting signature features from

each of the ground truth clusters and using this to modulate the sensitivity of the

saliency map (making it more sensitive to these types of regions) or filter out outlier

ROIs.

Lu et al. modified the model presented in this chapter [77]. Their work

was based on results published by the author’s research group in [86]. Lu et al.

replace the Stentiford visual attention map with an expectation-maximization (EM)

algorithm for segmenting images. They constructed a complete CBIR system based

on the model. Their system was evaluated using 5000 images from the Corel image
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database divided into 50 categories. The approach was compared against seven

different CBIR methods (fusion, UFM model, IRM model, two types of global HSV

color histograms, color indexing, and EHD). In every case, their implementation

(derived from the one presented in this chapter) exhibited superior performance.
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Chapter 4

THE NEW METHOD

The only factor becoming scarce in a world of abundance is human at-
tention.

Kevin Kelly, editor, b. 1952

4.1 Introduction

The previous chapter presented a proof of concept implementation of a method

to extract and cluster salient regions of interest from images. This chapter presents

a new method that extends that work in the directions presented in the following

paragraphs.

Among the most significant extensions to the proof of concept work is the

dataset used. Instead of being limited to salient regions, only objects are considered.

Salient regions may include areas of an image that are salient, such as foliage,

mountain peaks, or the sky, but are not semantically-meaningful objects. This work

uses the more restrictive category. Furthermore, these objects are not necessarily

salient by design. The size of the dataset has been expanded from 110 images

containing 184 salient-by-design regions to 17,436 images containing 45,064 objects.
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Finally, the proof of concept database used manually-generated, accurate ground

truth. This new method uses the provided ground truth, with no guarantee as to

its quality.

Whereas the proof of concept was specifically designed to cluster related

regions, this portion of the work may be applied to broader applications, such as

classical QBE CBIR.

The proof of concept used a Java implementation

(http://privatewww.essex.ac.uk/ ranewc/research/visualAttentionJava.html)

of the computational model of visual attention which was not the official implemen-

tation. The new method employs the official, more detailed C++ implementation

known as Ezvision (http://ilab.usc.edu/toolkit/).

In the proof of concept work only the initial saliency map was used. In this

work the entire model, including the inhibition of return is used to simulate points

of attention.

The objectives of this portion of the dissertation are:

• Make use of the entire computational model of visual attention, including the

IOR

• Analyze the performance of the Itti-Koch model of visual attention for detect-

ing objects of interest

• Formalize criteria for evaluating and comparing image databases
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– Evaluate against a variety of publicly-available image databases (with

ground truth)

– Include image databases that were not necessarily constructed with salient

regions in mind, but that identify semantically-meaningful objects within

images

• Provide results that can be used by a seed-based region-growing method as

starting points for growing regions of interest from which features can be

extracted for a variety of applications (including clustering and CBIR).

4.2 Methodology

In order to fulfill the objectives of this portion of the dissertation, the follow-

ing steps are performed:

• Select dataset: instead of using a proprietary, manually-generated dataset,

a survey of publicly available datasets is performed (Section 4.4). A subset

of these datasets were selected for use in experiments based on the developed

evaluation criteria.

• Compute points of attention: the Itti-Koch computational model of visual

attention was used to compute points of attention for all images
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• Evaluate the points of attention: compare the locations of the points of

attention to regions in the ground truth to evaluate the performance of the

computational model of visual attention in detecting objects of interest

• Cluster points of attention: group multiple points of attention together

resulting in seed points

• Evaluate seed points: compare the predicted seed points (the centroids of

the post-processed clusters of points of attention) to regions in the ground

truth

4.3 Design

In the overall project, a content-based method of retrieving images based on

their salient regions of interest, not on their global properties, is proposed.

Figure 4.1 summarizes the proposed framework. There are three main phases.

First, a computational model of visual attention is used to model early vision. Its

output are points of fixation which are intended to correspond to predicted salient

regions in the image. The combination of these points and the original images are

provided to a seed-based region-growing module which produces masks for each

computed region. Finally, features are extracted from the areas of the original

images distinguished by region masks.

The most notable difference between this model and that of Figure 3.2 is

the lack of a clustering block, even though one could be added, if desired. However,

93



Figure 4.1: The proposed framework of the complete system

there are more subtle, but significant differences. This experiment uses the Itti-Koch

computational model of visual attention in a different way. Instead of generating

a single saliency map for each image, a new saliency map is generated for each

sample (point of attention) until the predicted time occurrence of the next point

of attention is later than the set threshold (please see Section 4.5 for details on

these experiments). Instead of sampling several of the most salient points at the

initial time (0 ms), as is the case when using only a single long-range saliency map,

only the single most salient point at a given time is considered. The inhibition-of-

return component of the Itti-Koch model, unused in Figure 3.2, becomes an integral

component of the new model (Figure 4.1).
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4.4 Dataset

This Section presents twenty-one image databases that are suitable for use

in region-oriented CBIR.

There are several additional factors which motivate the creation of stan-

dard, readily available databases for image retrieval, beyond the need for a common

database (although this is the most pressing need – researchers “often use com-

pletely different sets of images [...] making it hard to compare the performance of

systems” [92]). The creation of ground truth is both time consuming and potentially

prone to mistakes. Reusing an existing database makes results more readily com-

parable, saves time, and allows the use of a larger database than would be practical

to manually create (if one is available).

4.4.1 Ground truth

CBIR holds the promise of making large-scale image retrieval fast and prac-

tical, but the creation of appropriately-sized databases with sufficient ground truth

remains a daunting task requiring considerable time and effort. In this work an im-

age database is a collection of images. In the worst case it is provided simply as

images in a flat file structure. A database that lacks appropriate ground truth cannot

be used to evaluate CBIR systems. There are several ways ground truth information

can be provided:

• File naming pattern: It is possible to embed information within the file
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name, e.g. naming images “airplane01”, “airplane02”, ”car01”, etc. This is

sufficient for classification applications.

• Single-level directories: Many image collections (such as Corel) divide im-

ages into folders, with each folder having a semantically-meaningful label. For

example, a folder named “airplanes” will only contain images of airplanes.

This is also appropriate for image classification and categorization.

• Multi-level directory hierarchies: Images can be organized into multiple,

hierarchical, semantically-meaningful directories. In this case, a folder may be

called “vehicles” and contain several subfolders such as “cars” and “airplanes”

(which may contain further subfolders). This naturally lends itself to category-

browsing CBIR interfaces.

• Related images: For each image a list of “related” images that should be

retrieved in a query is provided. The definition of what constitutes a related

image is left to the creator of the image dataset. An example of an image

database that provides ground truth in this form are the UCID databases

([124, 125]). This is very useful for traditional, global CBIR, but not for

region-oriented CBIR. The lack of information to classify images or identify

specific objects makes databases that only provide this form of ground truth

an inappropriate choice.
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• Object masks: For each image one or more additional images are provided.

These images (typically binary images) are masks for the objects within the

original image. All pixels in the original image with the same coordinates as

mask pixels in the mask image correspond to the target object.

• Metadata: This is the richest form of ground truth. A separate file (typically

one per image) is provided. There is a wide variety of information this file

may contain. It may contain the coordinates of polygons bounding objects

within the image (a bounding box is a special case of a bounding polygon).

Text annotation of the objects within the image may be provided instead or

in addition to coordinates. Metadata may be provided in a custom format

specific to the database or as XML. Additional information may be included

within metadata (e.g. the GPS coordinates the picture was taken at, the

names of people in the image, etc.).

Often, a combination of several types of ground truth is provided (e.g. a

database may provide keywords describing images as metadata, organize the data

into folders, and include object masks).

There have been several efforts to create standard image databases for CBIR

(not specifically for region-based CBIR), but the adoption has not yet been widespread.

Benchathlon [93] is not oriented towards retrieving images based on the objects

contained within, although it was intended to make CBIR systems comparable with
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each other. Several workshops and conferences are also specifically interested in

establishing and promoting benchmarks and evaluation criteria for CBIR, such as

ImageCLEF [25], ImageEVAL [143], and TRECVID [131]. A discussion is available

in [17].

4.4.2 Surveyed databases

A variety of databases were considered for this work. This evaluation is

summarized in Table 4.1. Brief notes on each of the databases follow:

• Caltech [37]: consists of mostly vehicles such as cars, planes, and motorcy-

cles. Some of the images do not contain objects of interest.

• Caltech 101 [36]: images are divided into 101 semantic categories, although

individual objects are not considered. The categories are not evenly dis-

tributed (the largest refers to 800 images, whereas the smallest has only 31

images).

• FAU Salient [87]: a database of 1471 images consisting mostly of signs,

sports balls, and other salient objects. Pictures were taken both indoors and

outdoors at different times of day. Most of the photos were designed so that the

image contains a single regions of interest, although a variety of distractors are

present throughtout. Additionally, there is a subset of images with multiple

target regions of interest.
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• LabelMe [119]: a massive database of manually-labeled objects. The La-

belMe database is an order or magnitude larger than any other database

considered. Interactive tools allow human users to manually draw polygons

around regions or objects in the image (e.g. both a road and a car may be

annotated). The database accepts submitted annotation, and, as a result,

continues to become more complete.

• MIT-CSAIL [144]: a large image database, but only a small fraction of the

images are labeled. The object class sizes ranges from as small as 1 to as large

as 693. In addition to the 107 object classes provided in the ground truth, 18

region classes, such as “floor” or “sky” are also distinguised.

• MSRC OCV1 [127]: a small, fully-annotated database of images with

ground truth provided as manually-generated pixel-precise masks. Categories

include bicycles, cars, cows, airplanes, people, and several outdoor scenes with-

out objects of interest.

• MSRC OCV2 [127]: similar to MSRC OCV1, but over twice as large.

• MSRC ORID [127]: thousands of images are grouped into semantic cate-

gories, although no object-specific annotation is provided.

• Renninger [117]: images are grouped into semantic categories. The images

are general scenes without consideration of the specific objects within them,
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making the database more suitable for CBIR based on global characteristics.

• Simplicity1000 [151]: images are grouped into semantic categories, although

no object-specific annotation is provided.

• Simplicity10000 [151]: this database shares the same characteristics as Sim-

plicity1000, except it is ten times as large and has ten times as many classes.

• STIMautobahn [60]: a small set of images with salient objects (road signs

and markers). Ground truth is provided as manually-generated pixel-wise

masks.

• STIMcoke [60]: a small set of images with a salient soda can in each one.

Ground truth is as in STIMautobahn.

• TU Darmstadt [70]: the database provides three object categories: cars,

cows, and motorcycles. The database is completely annotated except for one

image.

• TU Graz-02 [101]: four object categories are provided, although one consists

of images with no objects or regions of interest.

• VOC2005 1 [34]: the PASCAL Object Recognition Database Collection [109]

is an effort to standardize the annotation (ground truth) of image databases.

An annual competition is held to compare various image retrieval systems.

Many of the considered databases are part of the collection. Because the
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annotation is uniform across the databases, databases that are part of this

collection may be preferred. The databases in this survey that are part of the

PASCAL Object Recognition Database Collection are Caltech, Caltech 101,

MIT-CSAIL, TU Darmstadt, TU Graz-02, and the VOC Challenge databases.

In this particular database the images have been divided into four classes:

bicycles, cars, motorcycles, and people. Images in the database have been

compiled from other image databases cited in this list.

• VOC2005 2 [34]: a second database for the VOC2005 challenge. It has the

same characteristics as the first VOC2005 database.

• VOC2006 Trainval [33]: the images in this database are from flickr [155] and

Microsoft Research Cambridge [127]. Objects may fall into one of ten object

classes: bicycles, buses, cats, cars, cows, dogs, horses, motorbikes, people, and

sheep.

• VOC2006 Test [33]: a test database for the VOC2006 challenge. It has the

same characteristics as the first VOC2006 database.

• VOC2007 Trainval [32]: the database for the 2007 VOC competition is sim-

ilar to the one from the previous years, except that the number of images has

increased, as has the number of classes making the database more challenging.

Annotation data is now in XML rather than text files.
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• VOC2007 Test [32]: a test database for the VOC2007 challenge. It has the

same characteristics as the first VOC2007 database.

Table 4.1 shows a summary of the twenty-one databases considered. The

truncated mean is the arithmetic mean except the two largest and two smallest

values are removed from consideration (and thus the total number of values consid-

ered is reduced by four). This was done to stop extremely large (or small) outlying

values from improperly skewing the results – those from the LabelMe [119], MIT-

CSAIL [144], STIMautobahn [60], and STIMcoke [60] databases.

4.4.3 Evaluation criteria

There are a variety of criteria that must be taken into account when consid-

ering an image database. They are summarized in the following subsections.

• Scope: The selection of a dataset, particularly for content-based image re-

trieval, is critical. The dataset is an individual image database or an aggre-

gation of several image databases selected to evaluate a system. It defines

the scope of the retrieval algorithms to be developed. A database that is too

narrow in scope may prevent the created methods from being extended to

more general tasks, while a database that is too broad may make the retrieval

problem intractable [132].

• Database size: There is a wide diversity of database sizes used in CBIR

literature. Databases as small as dozens of images have been used in CBIR
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Table 4.1: Comparison of image databases

Name Images Labeled Annotation Objects Classes Density

Caltech [37] 5775 4620 Box 1293 6 0.28
Caltech 101 [36] 9197 9197 None 101
FAU Salient [87] 1471 1471 None 12
LabelMe [119] 160569 41221 Polygon Many Many
MIT-CSAIL [144] 72000 2873 Polygon 10358 Many 3.61
MSRC OCV1 [127] 240 240 Mask 9
MSRC OCV2 [127] 591 591 Mask 23
MSRC ORID [127] 4322 4322 None 33
Renninger [117] 994 994 None 10
Simplicity1000 [151] 1000 1000 None 10
Simplicity10000 [151] 10000 10000 None 100
STIMautobahn [60] 90 90 Mask 176 1 1.98
STIMcoke [60] 104 104 Mask 104 1 1.00
TU Darmstadt [70] 327 326 Box 336 3 1.03
TU Graz-02 [101] 1476 1280 Mask 1816 4 1.42
VOC2005 1 [34] 1316 1316 Box 1716 4 1.30
VOC2005 2 [34] 659 659 Box 1375 4 2.09
VOC2006 Trainval [33] 2618 2618 Box 5455 10 2.08
VOC2006 Test [33] 2686 2686 Box 5598 10 2.08
VOC2007 Trainval [32] 5011 5011 Box 15662 20 3.13
VOC2007 Test [32] 4952 4952 Box 14976 20 3.02

Arithmetic mean 13590.48 4551.00 4905.58 20.05 1.92
Truncated mean 6565.21 2855.79 4310.10 16.41 1.91
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tests, while ones as large as half a million images have recently been exper-

imented with [153]. The Internet is the largest collection of digital images

ever assembled (publicly). The amount of images on the Internet is stagger-

ing. For example, the Picsearch image search engine claims to have indexed

over 2 billion pictures from the Internet (as of January 2008) [114]. As pre-

viously stated, the image retrieval task must be well-bounded enough to be

tractable, making extremely large databases ill-suited for experimentation. In

other words, developing a CBIR system which uses a dataset as large, var-

ied, and unbounded as the Internet is a task which is beyond the grasp of

current techniques. Instead, one may either reduce the size of the database

or narrow its scope. Databases may be classified as personal, domain-specific,

enterprise, archive, or Web, with each classification generally increasing in size

and scope [17].

Table 4.1 shows that the truncated mean (excluding the two largest and two

smallest outliers) of the image databases is approximately 6565 images.

• Number of labeled images: Ideally, every image in the database will have

been manually annotated, enabling a wide variety of experiments and eval-

uation to be performed on the entire database. Of course, the ideal case is

not always encountered. There are several options in the absence of a fully-

annotated database. One may choose to use a different database which is
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fully-annotated, if one exists. Alternatively, the experiments could be modi-

fied to not require full annotation. If full annotation is required, the annotated

subset of the database could be used alone for experiments, although this may

result in a test database which is too small.

Table 4.1 shows the number of images which have some sort of associated

annotation (denoted by the “labeled” column). This annotation may be a

general class for the entire image, labels given to one or more objects/regions

of interest in the image, or a list or related images (correct responses in a

content-based query). While the smaller databases tend to be fully-annotated,

the largest ones only annotate a fraction of their images.

• Annotation type: There are a variety of ways an image database may be

annotated, if at all. Annotation is one component of the entire ground truth

the database may provide. The type of annotation a database provides affects

the retrieval algorithms which can be tested using that particular database.

Databases containing images classified only on a global level of granularity

(e.g. a database divided into image categories) and without specific object-

based annotation are given the label “None” in the Annotation column in 4.1.

Databases which provide a bounding box associated with an object’s label

(e.g. two sets of coordinates) are labeled as “Box” in the same column. An

example of an image with bounding box annotation is shown in Figure 4.2.
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More detailed than a bounding box is a database labeled with more than

two coordinates per image, resulting in a bounding “Polygon” rather than

a bounding box, as shown in Figure 4.3. The most precise annotation is a

“Mask” of each image in the database. An example of an image and a mask

for an object within the image is shown in Figure 4.4.

In the case that a CBIR application required a database providing annota-

tion in the form of a bounding box. databases providing polygon or mask

annotation can also be used by enclosing those regions within a bounding box.

• Density: Density, D(d), is the average number of annotated objects in each

image in the particular database. In other words, it is the total number of

annotated objects in the database divided by the total number of annotated

images in the database ( Equation 4.1).

D(d) =

∑n
i=0

O(i)
∑n

i=0
A(i)

(4.1)

O(i) = The number of objects in image i (4.2)

A(i) =



















1, O(i) > 0

0, else

(4.3)
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Equation 4.1 takes d, the database, as its only parameter. For each image i in

the database (a database contains n images) it counts the number of objects

in the image (Equation 4.2). This is divided by the total number of images

that contain objects, as computed by the sum of all calls to Equation 4.3.

• Number of annotated objects: An image may have no annotated objects,

one annotated object, or multiple annotated objects. If exactly one object

in each image has been annotated the number of annotated objects will be

the same as the number of images in the database. In this case the density

of the database is exactly 1.00. However, if a database consisting of 100

images contains a single image with 100 annotated objects and the remaining

99 images lack any annotated objects the evaluation of this database will be

skewed. While, in this case, the number of annotated objects is equivalent

to that of a database with 100 images, each containing a single object, the

density (100.00) would be considerably different.

The number of annotated objects in the database can be higher than the

number of images in the database if more than one object, on average, has

been annotated in each image. It may be lower than the number of images in

the database if annotation is incomplete (i.e. less than one object per image

has been annotated).

The truncated mean of the number of annotated objects in the considered
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image databases is 4310.10 (Table 4.1), indicating that most images have at

least one object in them. In actuality, the percentage of images with objects

in them is lower as many images contain more than one object.

• Number of classes: Images in a database are divided into distinct classes.

These classes can be used to evaluate queries using metrics such as precision

and recall. It is the number of different categories for images (if only global

labeling is given) or the number of different objects in the database (if avail-

able). This is different than objects, in that an image may contain a lion, a

tiger, and a bear (three objects), but still fall under a single class (“animals”).

Image or object classes may vary from extremely broad (e.g. indoor, out-

door), to general (e.g. people, sports, vehicles), to more narrow categories

(e.g. boats, planes, cars). The greater the number of image/object classes,

the less potential distance exists between classes, and the more difficult the

retrieval task becomes. Additionally, one should note the relative size of each

class within a database. Some database provide classes which are equally sized

(e.g. Simplicity1000 consists of 10 classes, each of which contains 100 images).

Others have non-uniform class sizes (e.g. classes in MIT-CSAIL range from

1 to 693 images).
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Figure 4.2: Ground truth bounding boxes (original image from VOC 2005 )

Figure 4.3: Ground truth polygons (original image from LabelMe)

Figure 4.4: An image and its object masks (images from STIM Autobahn)
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4.4.4 Discussion

This Section has defined several parameters for the selection of image databases

in the context of region-based CBIR. In summary, the most important requirements

for dataset selection are:

• Database size: is a small database sufficient to prove the validity of ex-

periments? Will the proposed method be able to adequately scale to large

databases (if necessary)?

• Annotation: does the database need to be fully-annotated? If so, are there

restrictions on the type of annotation the database provides?

• Density: are there limits on the number of desired objects in each image

in the database? For example, the proposed method may not account for

multiple objects within a single image.

• Classes: are few or many semantic classes desired? Should these classes be

broad or narrow?

Many CBIR applications must consider large databases, in this case leaving

only LabelMe [119], MIT-CSAIL [144], and perhaps Simplicity10000 [151] for con-

sideration. However, only LabelMe provides annotation for significantly more than

10000 images. LabelMe has been criticized for not providing more controls on the

integrity of its data, which is user-contributed and is vulnerable to pollution [149].
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For initial testing, the small databases may be more appropriate, as the

quality of their ground truth (masks of the relevant objects) is of much higher

quality than simply categories or even coarse bounding boxes. Still, one must be

wary of distorted results when using small collections.

Researchers have more options than ever before with regards to using freely

available (and thus, readily comparable) databases in their projects. Using the

wrong dataset can be perilous to nascent research and has the potential to misrep-

resent results early on. Additionally, the database must be challenging enough to

properly validate the research.

Projects which are ongoing (such as LabelMe [119]) improve with time, con-

stantly adding new annotation from users. In this case, it would be desirable to have

a fully annotated, non-changing subset of the LabelMe database to benchmark CBIR

applications. Furthermore, it would be helpful for the maintainers of databases to

standardize their formatting and ground truth in a format such as the one used by

the participants of the PASCAL Object Recognition Database Collection [109].

4.4.5 Selected dataset

Eight different image databases comprise the dataset used in this experiment.

The selected databases are summarized in Table 4.2. In this table the following

metrics, a subset of those described in 4.4.3, are listed:

• Images: the number of images in the database.
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Table 4.2: Properties of the selected image databases

Name Images Objects Classes Density

STIMcoke [60] 104 104 1 1.00
STIMautobahn [60] 90 178 1 1.98
VOC2005 1 [34] 1316 1716 4 1.30
VOC2005 2 [34] 659 1375 4 2.09
VOC2006 Trainval [33] 2618 5455 10 2.08
VOC2006 Test [33] 2686 5598 10 2.08
VOC2007 Trainval [32] 5011 15662 20 3.13
VOC2007 Test [32] 4952 14976 20 3.02

Arithmetic mean 2179.50 5633.00 8.75 2.09

• Objects: the total number of annotated objects. Because each image has, on

average, more than one annotated object, the number of annotated objects is

greater than the number of annotated images.

• Classes: the number of different object categories in the dataset. The num-

ber of classes must be considered alongside the nature of those categories,

not in isolation. Overlapping categories (e.g. “cows” and “farms”) are more

difficult to distinguish between than disjoint categories (e.g. “dinosaurs” and

“airplanes”). Several classes used in the databases in this work are “people”,

“motorcycles”, and “cows”.

• Density: the total number of annotated objects in the database divided by

the total number of annotated images in the database.
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In order to be considered as a candidate for use in experiments a database

must by fully-annotated. This annotation can be either bounding boxes surrounding

the regions of interest (Figure 4.5 (b)), pixel-wise image masks (Figure 4.6 (b)), or

polygons drawn around relevant objects in the image. In this work all ground truth

annotation was either originally provided in bounding box form or converted to

bounding boxes surrounding ground truth masks, for fairness in the results.

The STIMcoke database [60] was designed to have one salient region of inter-

est (a soda can) within each image and was selected to provide a more controllable

reference case (due to its small size, limited number of regions, and salient prop-

erties of the objects of interest). The PASCAL Visual Object Classes (VOC) [34]

Challenge aims to classify objects in realistic scenes. An annual competition is held

to compare various image retrieval systems. The selected databases contain images

in categories such as people, cars, and bicycles. One benefit of using the VOC

databases for experiments is that they are completely annotated. The VOC2005

databases are less complex (and challenging) than the ones used in the more recent

challenges in every respect. The VOC2007 database is particular challenging given

the number of objects and the variety of classes.
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(a) (b) (c)

Figure 4.5: Ground truth bounding boxes and the calculated points of attention
(original image from [34]). (a) is the original image, (b) the ground
truth bounding boxes, and (c) the calculated points of attention.

(a) (b) (c)

Figure 4.6: Object masks and the calculated points of attention (original image
from [60]). (a) is the original image, (b) the ground truth masks, and
(c) the calculated points of attention.
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4.5 Experiments and results

4.5.1 Points of attention

Points of attention were generated for each image using the Ezvision toolkit [61].

Ground truth was available for each image in the form of one or more bounding boxes

for target objects and a label associated with each bounding box. Each generated

point of attention has a set of coordinates, a predicted time of the fixation (in mil-

liseconds), and an activation voltage (in millivolts). The higher this voltage is, the

more salient is the attended location. There are two perspectives from which the

results can be calculated, from the point of view of the points of attention of from

the perspective of the ground truth regions. For the former (points of attention):

• True positive: this is the ideal case, when a predicted point of attention

falls within a ground truth bounding box for an object within the image. It

is denoted as TPpoa. In Figure 4.7 points 2, 3, 4, and 5 are all true positives.

Point 5 is counted only as a single true positive.

• False positive: this occurs when a point falls outside of any of the bounding

boxes in an image, incorrectly identifying a region of the image as being an

object. It is denoted as FPpoa. Point 1 in Figure 4.7 is a false positive as it is

a predicted point of attention that is not within any bounding box.

False negatives and true negatives do not apply to points of attention.

For the latter (regions of interest):
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• True positive: a region that is hit by a point of attention is a true positive.

A region can only count once (subsequent hits are ignored). It is denoted as

TProi. In Figure 4.7 regions a, b, and d are true positives as they have all been

hit be points of attention.

• False negative: this error occurs when an ground truth object eludes all of

the predicted points of attention and is never identified as a region for further

inspection, and thus can never be recovered at a later stage of processing. It

is denoted as FNroi. In Figure 4.7 bounding box c is a false negative as it is

never hit by a predicted point.

False positives and true negatives do not apply to regions of interest.

Additionally, the maximum number of potential false positives (MaxFPpoa),

defined as the sum of the number of true positives and false positives (Equation 4.4).

MaxFPpoa = TPpoa + FPpoa (4.4)

Samples were taken ever 100 ms between 100 ms and 10000 ms. Note that

10000 ms is also the limit used in [58]. For each sample TPpoa, TProi, FPpoa, and

FNroi were recorded, based on where the points of attention landed relative to the

ground truth. Two metrics were then calculated:

• Hit Rate: the proportion (in percent) of true positives from the maximum

number of possible true positives (Equation 4.5)
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Figure 4.7: The evaluation methodology is illustrated in this figure. Numbers
1-5 represent predicted points of attention while letters a through d
indicate ground truth regions of interest.

• False Alarm Rate: the proportion (in percent) of false positives from the

maximum number of false positives (Equation 4.6)

The Hit Rate is defined as follows (it is equivalent to recall):

Recall = HitRateroi =
TProi

TProi + FNroi

(4.5)

The False Alarm rate is defined as follows:

FalseAlarmRatepoa =
FPpoa

MaxFPpoa

(4.6)

Additionally, Precision is defined as:
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Precision = HitRatepoa =
TPpoa

MaxFPpoa

(4.7)

Three illustrative sample results are provided in Figure 4.8, which shows

three representative cases in ascending order of difficulty. Figure 4.8 (a) is a picture

of people skiing. This is the easier sample case, with clearly-defined ground truth.

However, note the imperfect ground truth in the rightmost person, or the missing

annotation of the people in the ski lift. The white dots in Figure 4.8 (b) indicate the

predicted points of attention. Figure 4.8 (c) is a more difficult case of people in front

of a crosswalk. Note that the rightmost person is not included in the ground truth.

Finally, Figure 4.8 (e) is the most difficult case. In this image it is not possible to

identify all of the people using attention.

ROC curves for each of the 8 selected databases are shown in Figure 4.9. The

corresponding Precision-Recall curves are shown in Figure 4.10. The results were

obtained by varying the time parameter. Points predicted later than the varied time

threshold were discarded. Thus, at low thresholds few points are considered, and at

the maximum threshold all points are considered. In Figure 4.9 better performance

is towards the top-left corner, whereas worse performance is towards the bottom-

right. Figure 4.9 shows that certain objects are not salient and will never be detected

by the plain computational model, no matter how long it is allowed to inspect the

image. This is concerning, as objects that are not detected at this stage in our model

cannot be recovered later on. For the six VOC databases between 17% and 25%
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(a) (b)

(c) (d)

(e) (f)

Figure 4.8: Sample images with ground truth regions of interest (red boxes) and
points of attention (white dots) overlayed

119



of objects are not detected. Still, (for the VOC databases) this occurs at low False

Alarm Rates. The figures also show diminishing returns. Performance improves

quickly at first, then stalls as time passes. This indicates that minimal additional

“value” is gained by running the model for long periods of time. Finally, there

is a dramatic difference in performance between the six VOC datasets (which are

harder as they do not contain salient-by-design objects) and the two STIM datasets.

The false alarm rate is far higher for the STIM datasets. This is due to the nature

of their ground truth. For example, STIMcoke only targets the soda can in each

image, and performes exceptionally well at this, hitting over 96% of regions (the

best of all datasets). However, other salient objects in the images are not included

in the ground truth and count as misses. ROC and PR curves generated by varying

voltage generally exhibit similar characteristics to the graphs generated by varying

time, but are far less consistent, exhibiting large, unpredictable variations at high

voltages. The activation voltage of the WTA neural network is not as reliable a

parameter as time. As a result, time is used as the sole parameter in subsequent

experiments.

Table 4.3 shows numerical results for the six VOC databases at the selected

time cutoff (as determined by the ROC curves in Figure 4.9). Additionally, the den-

sity of the database and the average percentage of each image in the database occu-

pied by ground truth regions is shown. The average time was 616.67ms. Points pre-

dicted after this time have less value than those before. In all cases, the HitRatePOA
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Figure 4.9: ROC curve generated by varying time

Table 4.3: Numerical results using points of attention

Database Time HitPOA FalseAlarmPOA HitROI Density Occupied
(ms) (%) (%) (%) (%)

VOC2005 1 500 61.30 38.70 78.21 1.30 29.52
VOC2005 2 600 70.40 29.60 74.25 2.09 30.95
VOC2006 Trainval 700 79.13 20.87 71.51 2.08 37.47
VOC2006 Test 600 76.73 23.27 69.06 2.08 36.52
VOC2007 Trainval 700 79.09 20.91 59.31 3.13 36.71
VOC2007 Test 600 80.87 19.13 57.57 3.02 36.69

Mean 616.67 74.59 25.41 68.32 2.28 34.64
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Figure 4.10: Precision-recall curve generated by varying time

is greater than the percentage of regions occupied by the ground truth. This shows

that the model is working, as a randomly selected point would have a chance of

hitting the ground truth equivalent to the amount of the image occupied by the

ground truth (the rightmost column in Table 4.3. Finally, an inverse relationship

between the HitRateROI and density is seen. Density is a better indication of the

difficult of detecting objects (and not the percentage of an image occupied by the

ground truth). The greater the density, the lower the HitRateROI .
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Table 4.4: Correlation coefficients for activation voltage and time

Database All t ≤ 600ms

STIMcoke -0.3644 -0.9685
STIMautobahn -0.3688 -0.9759
VOC2005 1 -0.3789 -0.9689
VOC2005 2 -0.3786 -0.9792
VOC2006 Trainval -0.3642 -0.9583
VOC2006 Test -0.3619 -0.9581
VOC2007 Trainval -0.3798 -0.9587
VOC2007 Test -0.3741 -0.9571

Mean -0.3713 -0.9656

4.5.2 Visualizing attention

It is helpful to visualize points of attention, their predicted time, and acti-

vation voltage. Figure 4.11 shows three sample images. Points of attention display

two attributes. The brighter the point of attention, the earlier it was predicted.

The larger the point of attention, the higher its activation voltage. These figures

show that larger, bright, points are the first to hit objects, with subsequent points

of attention revisiting the same location.

Figure 4.12 plots the average activation voltage for all points in a database

predicted at a certain time, visually indicating the correlation between high voltages

and low times. The mean correlation coefficient between activation voltage and time

for all datasets is -0.3713. When only points at times up to 600ms are considered,

the correlation increases to -0.9656, although both values indicate a high degree of

correlation. Table 4.4 shows the correlation coefficients for all databases.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.11: Visualizing points of attention
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Figure 4.12: Mean voltage vs. time for the selected image databases

4.5.3 Seed points

Seed points are computed by clustering points of attention. The centroids of

the resulting clusters are the seed points.

k-means clustering is used [82]. For k-means, k, the number of clusters, must

be set. For each cluster an initial centroid is selected, possibly at random. The

algorithm iterates for a certain number of times, readjusting cluster membership

with each iteration (points are associated with the closest cluster centroid and the

centroid is then recomputed).

In this work, k is set dynamically for each image. For each image, the points
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Figure 4.13: Clustering points of attention

of attention are predicted. k is then set to the number of points of attention before

time t (determined empirically). If k is large (equivalent to the total number of

points of attention), the clustering algorithm will converge to the results of the

points of attention. This process is shown in Figure 4.13.

Once k has been set, the locations of the initial centroids must be selected.

This can be done in one of four ways:

• Random: cluster centroids are assigned randomly

• Seeded: cluster centroids are seeded with the locations of the k points with

the highest activation voltages
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• Seeded, trimmed: cluster centroids are seeded with the locations of the k

points with the highest activation voltages after points with low activation

voltages and late predicted times have been removed

• Seeded, pruned: cluster centroids are seeded with the locations of the k

points with the highest activation voltages. Subsequently, the number of points

belonging to each cluster is calculated. Clusters with very few points are

pruned and not included in the results. The cluster is pruned if the difference

between the number of points in the cluster and half its standard deviation is

negative

The ROC curve for seeded, pruned clusters for all databases is shown in

Figure 4.14. It was obtained by varying the time limit threshold of points included

in the clusters. A lower threshold results in fewer points of attention being clustered,

and vice versa. The results correspond to those obtained for points of attention.

Comparative results for the VOC2005 2 database are shown in Figure 4.15. The

curves in Figure 4.15 were obtained the same way as in Figure 4.14. This database

was selected for illustration because it is representative of the results of the other

databases, but exhibits slightly more differentiation between results. The graph

plots five sets of results: points of attention (“normal”), clusters with random seeds,

seeded clusters, seeded and trimmed clusters, and seeded and pruned clusters. Points

of attention alone exhibit the best performance. Out of the clustering algorithms,
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Figure 4.14: ROC curve for seeded, pruned clusters

seeded and pruned clusters perform the best, while randomly-selected cluster seeded

perform the worst.

Representative results of clustering points of attention are shown in Fig-

ure 4.16. Clusters are illustrates as all points within a blue circle, while the blue

point at the center is the centroid if the cluster. Note that these clusters are seeded

and pruned. As a result, not every point of attention belongs to a cluster.
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Figure 4.15: Clustering results for the VOC2005 2 database

4.6 Discussion

The main objective of the experiments in this chapter was to determine seed

points for used in a seed-based region-growing algorithm. A computational model

of visual attention was used to generate points of attention. These points were then

evaluated against a variety of publicly-available image databases in order to measure

how well the predicted points of attention match the databases’ ground truth. The

points were clustered in order to generate seeds for region-growing.

Table 4.5 compares the performance of points of attention against the re-

sulting cluster centroids. Clustering points is unlikely to improve the Hit Rate as
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(a) (b)

(c) (d)

(e) (f)

Figure 4.16: Sample images illustrating the computed clusters (blue circles) and
their centroids

Table 4.5: Comparing points of attention to cluster centroids

Method HitRatePOA FalseAlarmRateROI HitRateROI

Points of attention 74.55% 25.41% 68.32%
Cluster centroids 73.76% 26.24% 67.98%
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it reduces the number of points used in evaluation, although the decrease is small.

Points of attention hit objects in the ground truth 74.55% of the time at a false

alarm rate of 25.41%, whereas 68.32% of the objects are hit. Final cluster centroids

hit objects in the ground truth 73.76% of the time at a false alarm rate of 26.24%,

whereas 67.98% of the objects are hit. From approximately 40 points of attention

generated per image, six cluster centroids result.

Sample results for region extraction (related, but beyond the scope of this

work) are shown in Figures 4.17, 4.18, and 4.19. Each of the images shows suc-

cessfully extracted regions. Figure 4.17 is the simplest of the three examples. The

method successfully extracts two regions of interest, each corresponding to a sheep.

Figure 4.18 is somewhat more difficult. Here, all meaningful objects are extracted,

although the two rightmost, adjacent animals are considered to be a single object.

Finally, Figure 4.19 is the most difficult case. Here, the cyclists in the foreground

are correctly extracted, although those in the background are not salient and thus

not extracted.
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(a) (b) (c)

Figure 4.17: Region extraction results for the sheep image

(a) (b) (c)

Figure 4.18: Region extraction results for the frozen image

(a) (b) (c)

Figure 4.19: Region extraction results for the cyclists image

132



Chapter 5

PRISM: PERCEPTUALLY-RELEVANT IMAGE SEARCH

MACHINE

A picture is worth a thousand words. An interface is worth a thousand
pictures.

Ben Shneiderman, computer scientist, b. 1947

5.1 Introduction

This chapter presents a new interface for image retrieval, organization, and

annotation. The interface allows queries to be based on image content, keywords,

and collaborative filters. Furthermore, the interface allows the system to learn from

user actions, improving results over time. This system is referred to as PRISM, the

Perceptually-Relevant Image Search Machine.

In PRISM, image retrieval, organization, and annotation are accomplished

through a unified set of interface features. For example, the system allows users to

spatially organize individual images, and to separate groups of images into different

tabs. This user-generated spatial organization of images is also used to compose

content-based queries.
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A key aspect of the interface is its ability to learn from user actions. Two of

the retrieval methods, search by keyword and collaborative filtering, rely on user-

provided information. By annotating and organizing their own query images, users

contribute to the global performance of the system as well, improving the retrieval

results for other users.

PRISM was designed from a human-centered perspective. Human-centered

computing refers to the interaction between human users and the computational

machines they use. The field “aims at tightly integrating human sciences (e.g. social

and cognitive) and computer science (e.g. human-computer interaction (HCI), sig-

nal processing, machine learning, and ubiquitous computing) for the design of com-

puting systems with a human focus from beginning to end” [62]. Human-centered

computing examines the user, the task, and the machine as one unit [62].

This chapter presents the motivation (Section 5.2) behind the design of

PRISM. Requirements for the interface from the perspective of the included re-

trieval methods are then discussed in Section 5.3. Section 5.4 presents the user

interface.

5.2 Motivation

The design of this system was motivated by the desire to create a user inter-

face that can accommodate the attention-based image retrieval method described

in Chapters 3 and extended in Chapter 4 of this dissertation.
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Queries may either consists of a single example image (query by example –

QBE) or multiple example images (query by multiple examples – QBME). QBE is

the traditional image search paradigm employed by content-based systems (QBIC

is one example of such a system [38]). In QBE, the user must procure an image that

is representative of the ones they are seeking. One way to do this is to select an

image from the image archive (perhaps starting by displaying images randomly until

an appropriate image is found). In QBME, the user is allowed to provide multiple

example images. An implementation that uses multiple example images has been

proposed by Borba et al. [4]. QBME queries are more complex than QBE, but allow

for greater query diversity and specificity. Commonalities between the query images

can be extracted and used for retrieval.

QBME can also be used to construct queries based on either local (regional)

or global features. For example, Figure 5.1 shows two images with different global

characteristics, but similar regions (the orange miniature basketball). Figure 5.2

shows two images that are similar globally, but contain different regions of interest

(a tennis ball in Figure 5.2 (a) and a miniature basketball in Figure 5.2 (b)). By

using multiple images, the degree of similarity between the region-based features and

the degree of similarity between global features of all query images can be computed.

Then, results can be based on the features (local or global) with the greatest degree

of similarity.

When querying by multiple example images it is useful to be able to weigh
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(a) (b)

Figure 5.1: Similar regions of interest

(a) (b)

Figure 5.2: Similar global features

Figure 5.3: Shrinking and enlarging images for querying
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images in order indicate each example image’s relative importance to the query. This

is accomplished by allowing the user to enlarge and shrink images, with larger images

receiving more weight in the query. An example is shown in Figure 5.3. Figure 5.4

shows an example query. Two query images are provides, where Figure 5.4 (a)

has been enlarged, indicating it is more important to the results than Figure 5.4

(b). The sample results reflect this, with the higher-ranked images (e.g. Figure 5.4

(c) and Figure 5.4 (d)) having similar global features to the more significant query

image.

Figure 5.5 shows the integration of PRISM and a query by multiple example

images CBIR system. PRISM consists of the user, the query images (multiple

images, scaled by the user), and the retrieved images. The system’s design allows

the option of using query images to select between global and local features, either

absolutely or on a sliding scale.

The result of being able to scale multiple images to indicate their importance

in a query allows the user to quickly and easily compose expressive queries. By

storing and aggregating the queries of multiple users the system is able to collect

cues to be used in a collaborative filtering subsystem. When a user puts two images

together in the same tab, they imply an association between those images. This

association is even stronger if the images are overlapping. In the future if one image

is retrieved in a separate query it is more likely that the other image with which it

has a past relationship with should also be retrieved. Over time these associations
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(a) (b)

(c) (d) (e)

(f) (g) (h)

(i) (j) (k)

Figure 5.4: Searching by multiple example images. (a) and (b) are the query
images. Images (c) through (k) are the results.
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Figure 5.5: Integration of PRISM and a content-based image retrieval system

can be logged and used to improve the efficiency of results. Taken to the extreme,

if complete information has been collected, content-based results could be discarded

completely and the system will rely solely on information collected from users for

retrieval. This collaborative information requires no extra action from the user other

than the use of the system to compose queries – it is “free”.

The system allows the user to associate keywords with images (Figure 5.6).

It is more expensive to collect such annotation. Unlike collaborative filtering, text

annotation must be explicitly specified by the user. While collaborative information

is collected each time a user composes a query, text annotation is voluntary. The
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(a) (b) (c)

Figure 5.6: Associating keywords with images

size of an image is used to weigh the importance of the annotated text in the query

(keywords associated with a larger image weigh more in the results).

The creation of a system providing not only image retrieval functions, but

organization and annotation capabilities, as well was the objective of PRISM. Once

it had been decided to allow for the composition of queries consisting of multiple

example images scaled by the user, the addition of collaborative and annotation

capabilities became natural, desirable features to add to the system.

5.3 Requirements

In order to construct a system that combines CBIR, text retrieval, and col-

laborative filtering in a modular way, a “glue” is needed. Each method must be

able to function independently, in the absence of another, but be enhanced by other

retrieval methods as well. In our system the glue is embodied by the user interface

and the query it generates.
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There are requirements for each of the three types of retrieval in our system:

• Content-based image retrieval

– Query method: this may be either the direct specification of image

features or the procurement of example material from which to extract

those features. In systems where example material is provided either one

or multiple images may be used. When providing multiple query images

a method must be devised to weigh them. In PRISM, the user selects a

single or multiple example images from the image database.

– Global vs. local features: retrieval can be based on either global

features (e.g. the gist of a scene) or local ones (e.g. the characteristics

of an object of interest). A variety of feature extraction methods and

similarity methods must be considered (please refer to Section 2.4.5 and

Section 2.4.6, respectively). PRISM allows the user to specify a global

feature or local feature-based query by scaling multiple example images.

• Text retrieval

– Query method: text retrieval requires a way to input query text into the

system. In PRISM, individual images can be annotated using a separate

text field associated with each image. Additionally, each tab can also

be annotated, with its given annotation extending to all images. These

annotations are used as the basis for the query.
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Table 5.1: Required interface features for each query subsystem in PRISM

Method Multiple examples Scale Position Text annotation

Content-based Q Q
Collaborative filtering Q, L Q, L

Keyword Q Q Q, L

– Annotation: the system must allow images to be annotated individ-

ually. A text field is associated with each query image and each visible

tab.

• Collaborative filtering

– Query method: at least a single image must be specified for query-

ing The same images specified for use in a content-based query are used

to query the collaborative filtering system.

– Association: multiple images must be able to be associated with each

other in order to learn the relationships between images. PRISM allows

multiple images to compose queries. When multiple images are used to-

gether in a query collaborative associations between those images are in-

ferred and stored.

Table 5.1 summarizes the requirements for implementing a single interface

that allows the three selected query methods to be simultaneously implemented. In

Table 5.1, Q indicates a feature which is required for composing a query, whereas
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L indicates a feature which is needed for learning (annotation or inferring rela-

tionships). In the context of this discussion learning is synonymous to modifying

metadata in the database through user actions (annotating images and weighing

collaborative filters).

Several conclusions can be drawn from Table 5.1. Annotation is not avail-

able for content-based retrieval. Content-based retrieval uses unsupervised feature

extraction, not user-provided information. Each query method relies on multiple

example images for querying, although only collaborative filtering uses multiple ex-

ample images for recording information from the human user. Scaling is used for

querying but does not affect the features stored in the image database. Being able

to position images is only needed if collaborative filtering is implemented. Similarly,

being able to annotate images using text is only needed for keyword search and

retrieval. Most significantly, by including these four user actions (multiple exam-

ple images, scaling individual images, positioning images, and annotating images),

querying and learning from the three selected methods can be accomplished through

a single interface. Content-based and content-free retrieval are, by their nature, sig-

nificantly different. However, they can be integrated by exploiting the commonality

in their querying interfaces – by providing a way to query by multiple example

images.
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Figure 5.7: The PRISM interface in use

5.4 User interface

The PRISM client’s user interface was designed to enable the user to construct

expressive queries that meet the requirements defined in Section 5.3 through a set

of intuitive, purpose-driven actions [89, 90].

The PRISM interface is shown in figure 5.7. In this Figure, the interface is

already in use (the user has already organized several images). The user has created

three tabs representing three broad categories (“transportation”, “landscapes”, and

“animals”). The “transportation” tab is displayed. It has been populated by eight

images featuring buses. Several images have been enlarged, with the largest being
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labeled “bus”. This will enable PRISM to search by the text “bus” next time

the uses requests a “Related images” query. Furthermore, the user has indicated

a stronger relationship between three pictures of single-level buses as opposed to

double-decker buses (towards the top-right side in Figure 5.7) by overlapping the

images. The PRISM interface is separated into four functional areas:

• Banner: The banner is the least frequently accessed portion of PRISM. It is

a narrow area across the top of the screen that situates the user and provide

them with global control functions to get help, modify user settings, learn

about the system, or save their session and exit the system. The banner does

not change, whereas all of the other portions of PRISM are mutable.

• Filmstrip: The filmstrip is a wide, narrow region between the banner and

the console. It is how new images are presented to the user. It either displays

random images or related images. Random images are displayed on initial sign

in or when the user requests it, whereas related images are shown only at the

user’s request. The origin of the image (random, or related to content, text,

or collaborative filters) is displayed when the user moves their mouse over the

image. The system tries to ensure that the filmstrip is always full. Images

are dragged from the filmstrip into either the main canvas (relevant images)

or the “Delete Image” box (irrelevant images).
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• Console: The console is a narrow, horizontal strip just below the filmstrip.

It contains a variable number of tabs that the user can create and label to

switch between multiple canvases. A button to fetch “Random Images” and

another for “Related Images” are placed here as well.

• Canvas: The canvas occupies the most space in PRISM – the entire area that

remains below the banner, filmstrip, and console. It is initially empty. The

user can switch between multiple canvases by selecting the associated tab. An

area of the canvas in the bottom-right of the screen is reserved for deleting

images that are dragged and dropped on top of it. Once an image is dragged

from the filmstrip to the main portion of the canvas it can be moved, resized,

or annotated with text (Figure 5.8). Controls for doing so appear when the

user moves their mouse over an image. The canvas allows the user to visually

compose their query.

Three classes of actions can be performed in PRISM (illustrated in Fig-

ure 5.9). They are described as follows:

• Displaying additional images: The filmstrip can be populated with either

random images or with related images (the results of the execution of the

current query) depending on which button the user presses.

• Add image to query: The query consists of the images currently displayed

in the active tab’s canvas canvas area, their relative size, spatial location,
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Figure 5.8: Image-specific functionality in PRISM

Figure 5.9: Actions in PRISM
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individual image annotation, and the active tab’s annotation. To add an

image to the query the user drags an image originating in the filmstrip and

drops it in the canvas area. All images currently visible in the canvas will be

used in the next query (the next time the user presses the “Related images”

button).

• Remove image from query: To remove an image from the current query

the user performs the same drag-and-drop action as they did to add the image

to the query, but instead moves the image to the “Delete Image” area in the

bottom-right corner of the canvas.

• Create a new, independent query: The metaphor of using tabs to switch

context is used frequently across operating systems and in contemporary ap-

plications (e.g. web browsers). A variable number of tabs that can be an-

notated by the user are provided. Clicking on a tab hides the current query

and displays what was last shown on the selected tab, allowing the user to

separate semantically-different groups of images. Tabs are also an important

for organizing images.

• Relate images to each other: The spatial arrangement of images in

the canvas is used to determine how strongly the user relates images together.

Certain conditions, such as overlapping images, indicate stronger relationships
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between those images. Being able to rearrange images serves the user’s desire

to organize images.

• Change the significance of individual images in a query: The ability to

scale individual images is used to intuitively weight the importance of images

to a query. For each image, familiar “+” and “–” controls are displayed when

the cursor is moved over the image (Figure 5.8). The ability to magnify an

image to display it in more detail or to reduce the size of an image to provide

more room for other images is an intuitive action that helps the user and the

system as well.

• Annotate images: The same interface that appears when a user hovers

their cursor over an image that allows the image to be scaled also allows the

image to be annotated by replacing the default text with the desired keywords

(Figure 5.8).

• View image information: Information on individual images can be viewed

by clicking the “i” icon in the corner of any image in the canvas area (Fig-

ure 5.8).

From the user’s perspective, these functions are easily described and allow

the organization of images. When used together, these actions form an iterative loop

of executing a query, adjusting the query parameters, and executing an improved

query, as shown in Figure 5.10.
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Figure 5.10: The iterative process of PRISM’s interface

Each user benefits from creating a unique profile in the system, although a

guest account is also available. This provides several capabilities:

• Concurrency: Multiple users can use the system at the same time

• Session interruption: A user can save their session, sign out, and resume

it at a later time

• Aggregation: By maintaining each user’s unique activity, mainstream and

stray users can be better distinguished when collective activity is aggregated

5.5 Discussion

This chapter presented PRISM, an interface for image retrieval, organization,

and annotation. It was motivated by the desire to create a complete an interface
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for image retrieval compatible with the attention-based image retrieval method pro-

posed in Chapter 3 and Chapter 4.

PRISM also includes querying abilities beyond content-based image retrieval.

Individual images can be annotated and used to query by keyword. Multiple images

can be grouped together and used for collaborative filtering.

The implementation of PRISM is presented in Appendix A. There, the tech-

nical details of PRISM, such as the selected implementation language, system ar-

chitecture, and flow of execution are discussed.

The complete, human-centered, PRISM system includes the user, the tech-

nical implementation, and the task of image retrieval. Thus, the user must also be

part of the evaluation of PRISM. Chapter 6 presents a game used to evaluate the

entire system.
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Chapter 6

THE PRISM GAME

My work is a game, a very serious game.

M. C. Escher, artist, 1898 – 1972

6.1 Introduction

The PRISM system combines content-based image retrieval, collaborative

filtering, and keyword queries together in a human-centered system. This hybrid

approach creates unique challenges in evaluating the quality of the results, as the

user is an essential component of the system. The open-ended nature of the interface

allows a variety of expressive of queries to be composed. Furthermore, the learning

component of the system means that the results change over time. The system

relies not only on computer-generated (content-based) information, but on human-

generated features (annotation, collaborative information) as well.

A variation of PRISM was created in order to effectively evaluate the system.

While the interface has minor changes, the retrieval blocks are streamlined. The

most significant difference is the presentation of the system to the user. This vari-

ation presents PRISM not only as an image retrieval, organization, and annotation
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system, but as a game with specific objectives. The game also serves to instruct

users regarding the use of PRISM by rewarding more effective actions with more

points.

It was necessary to explore ways to collect human data in order to establish

the manual annotation needed for both collaborative filtering and keyword-based

retrieval. There must be a clear benefit to the user providing this information. This

benefit may belong to one of two classes:

• Improved retrieval: a system that requires human effort to annotate items

must provide feedback as to the significance of the person’s annotation. It is

important to convey the contribution the human is making to the system with-

out overwhelming a nonexpert user. One way to accomplish this is to quickly

provide updated results. For example, many online stores provide recommen-

dations of items a user may be interested in when they provide a rating for an

item. Once serendipitous results are produced the human has added incentive

to continue providing the system their ratings of products in the store. One

example of a large database that has successfully collected manual annotation

is LabelMe [119]. LabelMe has motivated people to contribute annotation

solely with the promise of improving research results for other in the future.

• Entertainment: in some cases the retrieval task overlaps with one that pro-

vides the user with a diversion. For example, a user searching for music may
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enjoy describing songs with keywords which can be used to find similar mu-

sic or even users with similar tastes. It may even be possible to completely

separate the retrieval task from the collection of annotation. In this case,

annotation can be presented to the user as a game. The only incentive to

participate may be the entertainment value derived from playing the game.

This has been successfully demonstrated in the ESP Game [148] and Peeka-

boom [149], two games that have logged a massive amount of human-generated

image annotation data. The ESP Game asks users to type in keywords that

describe an image. Each pair of users receive points when they both guess the

same keyword. Peekaboom is somewhat different in that two users alternate

roles. The objective of Peekaboom is to annotate specific regions of images

by having one user reveal a portion of an image that corresponds to a given

keyword.

Both LabelMe [119] and Peekaboom [149] have the same objective – provide

annotation for objects within images. They are both web-based. Interestingly,

despite the different origin of each database, they are comparable. Indeed, each

paper cites the other’s work. Russel et al. [119] laud the volume of information

games can collect but criticizes the quality of the data. Von Ahn et al. [149] faults

the quality controls in LabelMe, which are limited to the faith that the person

contributing the data is trustworthy. Peekaboom (and the ESP game), on the other

hand, prevents cheating and bad data in several ways, foremost by having two people
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concur. However, the most telling difference between the solutions is the volume of

data. As of the end of 2007, LabelMe consists of 161,780 images of which 41,969 are

labeled, according to the LabelMe web site. The ESP Game has collected 33,524,492

labels since October 2003, according to its web site. In its first month of operation

Peekaboom collected 1,122,998 labels from 14,153 different people [149].

Henceforth, the PRISM Game will be referred to as GAME (as opposed to

the standard implementation, still referred to as PRISM).

6.2 Background

Gameplay is defined as the practice of applying actions, controlled by spec-

ified rules, within a particular situation, to achieve an objective [74]. This pattern

of interactions (perceptual, cognitive, and motor operations) can be referred to as

the gameplay gestalt [74]. Gameplay has similarly been defined as “all the activi-

ties and strategies game designers employ to get and keep the player engaged and

motivated” [115].

The concept behind the game is the key factor distinguishing gameplay from

performing an otherwise tedious task. For example, it is more enjoyable to “slay

the dragon” using a series of keystrokes than to simply press those keys out of

context. For similar reasons, games have been applied to education, as a way to

motivate students [23]. Games “are examples of user-centered designed that mo-

tivate through learning, arousing players’ interest (desire to act) and giving them
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the power of ample expression (pleasure to act)” [23]. Rather than the boredom

that is experienced when performing a tedious action, gameplay introduces tension

and resolution, leading to positive an negative emotions [21]. While the PRISM

Game does not take place in a fantasy world, it does provide a strong, real-world

premise (which is absent in the vast majority of games) – by playing the game one

is contributing to the PRISM system and improving image search results for others.

Interactivity is an important aspect of gameplay. “It is not enough to just

sit and watch and possibly activate some cognitive schemas. Instead, the player

must become and active participant. When successful, this type of participation

leads to strong gameplay experiences that can have [a] particularly powerful hold

on the player’s actions and attention” [31]. GAME enables interactivity in its design

and persistently displays a timer, score, and progress meter throughout gameplay.

Additionally, runs are ranked upon completion.

6.3 Objectives

A game must establish clear objectives from two perspectives: that of the

system designer, and of the user. These are the considerations from the system

designer’s perspective:

• Which features must be evaluated? A wide range of variables can be

evaluated. Interface features have a significant impact on the user experience.
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Overt changes to the interface can be compared between user groups. Alterna-

tively, the behind-the-scenes retrieval methods, such as content-based retrieval

and collaborative filtering, can be evaluated.

• How are outcomes evaluated? The practitioner must decide the method

used to evaluate results. This may be in the form of free responses in a user

survey, a survey consisting of statements graded on a Likert scale, or a more

subtle method, such as a timer, score, or other type of counter. Covert evalua-

tion methods, such as counting the number of clicks or computing the quality

of the user’s queries can be employed, or even a combination of evaluation

methods can be used.

• What is the size and composition of the user group? The number of

control and test users must be established. Users may be divided into control

and test user groups. The practitioner must decide if a few users will be

enough to evaluate the system, or if many are needed. The level of technical

expertise required of the users must also be established.

The player has a different set of objectives:

• What is the task I must perform? The user’s task must be clearly and

unambiguously defined. Furthermore, the complexity, challenge, and time

demands must be communicated to the user.
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• How can I evaluate my performance? The user must know if they are

doing poorly or well. This can be communicated during gameplay or after

gameplay. During gameplay, a running score, progress meter, or a timer can

indicate success or failure. After gameplay a user’s performance can be com-

pared to that of other players to produce a relative ranking.

• How can I improve my performance? Incentive to replay the game should

be established by communicating ways in which they can improve their per-

formance.

• What incentive do I have to complete this task? The game must be

demonstrated to be either fun, scientifically meaningful, or personally reward-

ing.

6.4 Gameplay

In order to encourage interactivity and measure progress, GAME displays

a timer, score meter, and progress meter throughout gameplay. Additionally, runs

are ranked upon completion. These elements provide additional avenues for motiva-

tion and emotional attachment beyond simply organizing images to improve image

retrieval.

GAME is a single-player experience. From the user’s perspective, they can

play at any time, from anywhere, without regard for others that are playing at the

same time. Their results are kept and compared to those of other players.
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GAME was designed to be open-ended in that there are multiple ways to

achieve the same objective. From the user’s perspective it is up to them how they

want to play. The score, progress meter, and a running timer are provided as

benchmarks and feedback mechanisms. Good gameplay will result in the additional

objective of trying to organize images in an effective, meaningful manner. This will

be rewarded with more points. A veteran player may return to GAME in order to

increase the score they are awarded or reduce their time, all valid objectives.

Self-motivation is a key aspect of all games, for when motivation disappears

a game is no longer fun. When a game is no longer fun it is no longer a game. Thus,

an additional objective is simply for the user to enjoy their time with GAME.

In GAME users are first presented instructions. These instructions broadly

set out the objectives of GAME and introduce the key elements of the interface.

The user is told that the objective of GAME is to organize related images while

achieving the highest score. The score depends on the given task. It may be simply

be the number of images they are able to organize within a certain period of time,

or a more complex composite of multiple metrics. Images are organized by using

the elements of the PRISM interface.

An example of good gameplay is shown in Figure 6.1. In this case, the user has

nearly completed GAME any organized many images using many of the interface’s

features. The pictures of horses are all semantically-related. Furthermore, the

user has enlarges the most representative images. Finally, images are overlapping,
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Figure 6.1: An example of good gameplay

indicating a stronger relationship. In contrast, Figure 6.2 shows inefficient gameplay.

Here, the user has not effectively organized the images. The images are not related

and range from ancient ruins, to horses, to a drawing of a dinosaur. The images

have not been scaled to indicate relative importance, nor have they been spatially-

associated by overlapping images.

6.5 Implementation

There are four modules which contribute to the complete PRISM game. They

are:
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Figure 6.2: An example of a poorly-composed query

• PRISM: this is the standard implementation of PRISM upon which GAME

is implemented (see Chapter 5 for details on the PRISM interface).

• GAME: GAME consists of the variations to the PRISM core.

• REFEREE: REFEREE is a web-based administration console for GAME. All

aspects of the game, such as the rules, text labels, collaborative filtering in-

formation, results, and more can be monitored and modified from REFEREE.

The features of REFEREE are described in Section 6.5.1.
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• SITE: SITE is a web site that introduces users to PRISM before the game and

displays results once the game is complete. SITE is presented in Section 6.5.2.

6.5.1 REFEREE

REFEREE is the administration utility for GAME. The following function-

ality exists in REFEREE:

• Show all images: this allows the monitoring of all images in the current

database. Thumbnails for all images are displayed in a grid. Clicking on an

image displays detailed information on the selected image.

• Show individual image information: this mode is illustrated in Figure 6.3.

The image is displayed in its original size in the left column. The right column

displays six categories of information, three for keywords (generated as ground

truth by the author of this dissertation) and three for collaborative filtering

(also generated as ground truth by the author of this dissertation). Keywords

are displayed representing their original weighing, TF-IDF weighing, and LSA

(please see Section 2.5 for a description of TF-IDF and LSA). The words

are illustrated as tag clouds [44], displaying more heavily weighed words in

larger text sizes and vice-versa. The initial weights were manually assigned.

Similar displays are shown for the manually determined collaborative filtering

information, showing the default weights (images are always the same size),

TF-IDF weighting, and LSA weighing. The number after the LSA headings
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(e.g. “LSA10” and “LSA17”) refers to the number of singular values used in

LSA (refer to Section Section 2.5 for more details). Images, not text, are shown

for this category. Images are scaled according to their relative weight, similar

to the tag cloud presentation of keywords. This mode allows the administrator

to visualize the effect each image will have when used as part of a query in

GAME.

• Set keywords: each image is displayed. Next to each image is a text box

whose contents may be edited. If this box is empty no keywords have been

associated with an image. Otherwise it is populated with keywords that will

be used in GAME for searching. Listing the same keyword multiple times

increases the weight that keyword is given for that image.

• Set collaborative filters: the interface for setting collaborative filter infor-

mation is the same as that for setting keywords. The difference is that instead

of selecting keywords, the user must associate images using virtual keywords.

• Set image order: optionally, the administrator can specify the order images

are to appear in GAME. While implemented, it was decided to display images

randomly rather than in a scripted manner.

• Set rules: each rule displays its name, description, and value. The value

(positive or negative) can then be updated.
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• Get results: the score for each run is displayed. When clicked, details of the

run (similar to those shown once the game is complete) are displayed. Overall

statistics are also shown.

6.5.2 SITE

SITE is a public web site with information about PRISM and GAME. It

provides instructions to the user and then directs them to PRISM. The users is

returned to SITE once the game is complete. An analysis of their gameplay is then

displayed (the incentive for the user to use GAME).

An important component of SITE is the survey the user is prompted to

complete. This survey provides valuable feedback which is to be used to assess

the system. Some questions can be responded to using a few sentences. However,

most questions are scored using a five-point Likert scale [63, 111], formatted with a

semantic differential [40]. A survey can only be completed once per run. Once the

survey is complete the results are stored in the database for further analysis.

6.5.3 Content-based image retrieval

Each image had four sets of global, color-based histograms extracted (RGB,

YCbCr, HSV, and HMMD – see Section 2.4.5). The five considered distance mea-

sures are Euclidean distance, Manhattan distance, histogram intersection distance,

D1 distance, and cosine similarity (please refer to Section 2.4.6). For evaluation
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Figure 6.3: Displaying an individual image and its associated information in REF-
EREE
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purposes, each image is exhaustively compared against every other image in the

database for each distance measure. Once the distance between the given query

image and all other images in the database has been computed the results are then

ordered from smallest to greatest distance, excluding the query image. Finally, the

ordered results are stored in a new table in the database for further evaluation. The

HSV color space and D1 distance measure were ultimately selected as they exhibited

the best performance.

6.5.4 Keyword-based retrieval

Keywords in GAME are set using REFEREE. For each image none, one, or

several keywords were specified. Out of the 100 images in the database, 32 were

assigned one or more keywords. A total of 61 unique keywords were used, resulting

in 123 keywords being assigned to images. Keywords are terms such as “elephant”,

“palm trees”, or “umbrella”. The most common keyword was “sky”, which was

associated with 8 images. Keywords may have different initial weights.

Many keywords are assigned to only one image. Using traditional retrieval

searching using these terms will only retrieve one result. However, using LSA (see

Section 2.5) the semantic relationships between the given term and other terms

associated with that image can be extrapolated and more results retrieved. These

semantic relationships are derived by analyzing existing image arrangement, stored

in the database, and loaded at the beginning of a PRISM session along with the
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other content-based and collaborative features.

From the original keyword assignments an inverted index is created (Sec-

tion 2.5). The inverted index allows for the fast searching for images associated

with specific terms and was used throughout these experiments.

Keyword information is stored in a database where each row corresponds

to an image. A second version of this term-document matrix is also stored in the

database, but adjusted using TF-IDF weighing (Section 2.5).

Latent semantic analysis (LSA) (Section 2.5) was also performed. Using

PHP, the information was exported from the MySQL database to MATLAB, where

the transformation was executed. The output from MATLAB was then inserted

into the database again using PHP. The singular value decomposition (SVD) [138]

function in MATLAB is key to this capability. SVD creates three matrices from the

original LSA data. These three matrices are then reconstructed into one matrix. In

LSA, the parameter n represents reconstruction with the n largest singular values.

In experiments n ranged from 1 to 20. For text, n = 17 demonstrated the best

performance.

6.5.5 Collaborative filtering

Collaborative filtering in GAME is very similar to keyword-based retrieval,

although there are some differences. REFEREE allows virtual keywords to be as-

signed to images. A virtual keyword is a unique string with no semantic meaning
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that is shared by two or more related images. There are manually-assigned 23 virtual

keywords (related groups of images) in GAME. Group sizes range from 2 images to 7

images. The most virtual keywords assigned to an image is 3, most images have one

or two virtual keywords. 61 images (61%) have been assigned collaborative filtering

information.

When performing a collaborative query for a single image, all virtual key-

words are looked up in the inverted index. All images associated with those virtual

keywords are retrieved. As with keyword retrieval, TF-IDF weighing and LSA with

between n = 1 and n = 20 singular values was computed, in addition to the normal

weights. LSA with n = 10 was determined to yield the best results for collaborative

filtering.

6.6 Experiments and results

The PRISM Game (available online at

http://mlab.fau.edu/prism/site/) was available for play between February 7

and February 24, 2008. During this period, 28 sessions of the PRISM Game were

completed. Seventeen individuals also completed a user survey after their game

concluded. 93% of the users (26 out of 28) users searched using the “related im-

ages” query. 39% of the users annotated at least one image. Images were annotated

234 times (8.75% of all images). Users were most satisfied with the ability to re-

trieve images using keywords. Searching for keywords is an overt method (the user
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Figure 6.4: Time vs. score for the PRISM Game

explicitly specifies the keywords), whereas content-based retrieval and collaborative

filtering are covert, behind-the-scenes methods. The abilities to create new tabs and

to annotate tabs were highly rated which led to the conclusion that organization

capabilities are important to users. Furthermore, being able to view a large version

of the images images in the system was also rated highly. This is a simple feature,

but it eases viewing images in detail.

169



Figure 6.4 plots scores achieved in the PRISM Game versus the time required

to complete the game for all users. The score metric indicates the efficiency with

which the user organized and annotated images, whereas time is the amount of

seconds taken to complete the task. Higher scores and lower times indicate better

performance. The graph demonstrates the inverse relationship between score and

time indicating that users who achieved higher scores were able to more efficiently

organize images using the features of the PRISM interface, although this is a weak

correlation (indicated by the dashed line in Figure 6.4).

However, higher scores do not necessarily correlate to higher satisfaction. In

a separate analysis, the correlation coefficient between score and users responses to

the question “what is your overall opinion of PRISM?” was computed and shown

to be only 0.0874 – highly ranked user performance does not indicate increased

satisfaction.

The results of the gameplay surveys are summarized as follows:

• In general, how would you improve image search?: Answers to this

question ranged from speculating as to the difficulty of image search, to specific

suggestions to improve PRISM. Many of the comments regarded searching for

images using text, perhaps because this is the image search paradigm that is

most readily available today (e.g. Google Image Search [42]).

• How would you improve PRISM? What features would you add or
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remove?: In the following list, related feedback has been grouped together:

– Tabs and annotation: In the non-game implementation the need to

move images between tabs is diminished because incorrectly-placed im-

ages can be deleted and reappear in subsequent queries. In GAME the

delete function has been removed. Given the complexity of the new

search interface, adding the ability to move images between tabs may

have resulted in more confusion.

– Technical and performance aspects: PRISM’s nature as an AJAX-

based Web application makes it vulnerable to slow responsiveness when-

ever the client must interact with the server. While this is due to latency

across the Internet that is beyond the control of the implementation, it

is perceived by the user as latency nonetheless, reducing their satisfac-

tion. PRISM gains much by not being implemented as a traditional,

client-based application, although what is lost in responsiveness and per-

formance cannot be overlooked.

– Features: In the regular (non-game) implementation of PRISM the film-

strip is indeed “always full” and replenished itself whenever an image is

removed. This behavior was modified for GAME. The standard PRISM

client was specifically-designed to allow users to save, suspend, and re-

sume their sessions. This too was removed from GAME.
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– Database: GAME’s database was a specifically-selected 100-image col-

lection. Were it any larger users may not have the patience to complete

GAME. The standard implementation of PRISM has been designed to

work with larger databases (please see Section 4.4 for a discussion of these

databases).

– Ease of use: Certain users believed they did poorly in the game and thus

were disappointed (despite the intended challenge of the game for new

users). PRISM can be improved, incorporating more help and on-the-fly

feedback in order to reduce the confusion of new users.

6.7 Use cases

Several use cases for future study have been formulated by revising the ob-

jectives of Section 6.3 in the context of PRISM and GAME. Three use cases are

proposed: image retrieval, query by keyword, and evaluation of the use interface.

This is not intended to be an exhaustive list of uses of a game to evaluate an im-

age retrieval system, but a representative one. From a player’s perspective, the

objectives are consistent:

• What is the task I must perform? The user will be told to retrieve as

many images of a certain category (sufficiently broad, e.g. “beach scenes”)

within a specified time limit
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• How can I evaluate my performance? The more images retrieved, the

better the performance

• How can I improve my performance? Users can improve their perfor-

mance by composing better queries (except in the lone case where they are

only shown random images, as the composition of the query has no effect)

• What incentive do I have to complete this task? By keeping the task

short and focused with a clear method to improve performance it is intended

that the incentive to complete the task is the entertainment value derived from

the process

From the system designer’s perspective, the objectives depend on the given

task:

• Image retrieval

– Which features must be evaluated? The impact of different retrieval

algorithms on user satisfaction will be evaluated

– How are outcomes evaluated? Outcomes will be evaluated in two

ways. First, quantitative measures will be recorded. The user will be

asked to find as many images of a certain category within a time limit.
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The number of images they retrieve will be recorded. In order to ob-

tain qualitative measures, users will be presented a survey containing

statements to be graded on a Likert scale.

– What is the size and composition of the user group? The test

group will consist of approximately five non-expert users. These users

will have their queries resolved using a content-based image retrieval al-

gorithm. On the other hand, the control group (approximately the same

size as the test group) will retrieve only random images when querying.

There may be multiple test groups, each testing a different image retrieval

algorithm.

• Query by keyword

– Which features must be evaluated? The impact of querying by

keyword on user satisfaction will be evaluated

– How are outcomes evaluated? Quantitative measures will be recorded.

The user will be asked to find as many images of a certain category within

a time limit. The number of images they retrieve will be recorded. Qual-

itatively, users will be presented a survey containing statements to be

graded on a Likert scale.

– What is the size and composition of the user group? The test

group will consist of approximately five non-expert users. These users will
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have access to a text box for querying by keywords and will be instructed

on its use. The control group (approximately the same size as the test

group) will not have access to the text box and will have to complete the

same task using content-based retrieval alone.

• The user interface

– Which features must be evaluated? The efficiency and satisfaction

of users when using different user interfaces will be evaluated

– How are outcomes evaluated? Quantitative and qualitative measures

will be recorded. Again, the user will be asked to find as many images of

a certain category within a specified time limit. The number of images

they retrieve will be recorded. Users will then be presented a survey

containing statements to be graded on a Likert scale in order to obtain

qualitative measurements.

– What is the size and composition of the user group? The test

group will consist of approximately five non-expert users. These users

will have access to the PRISM interface for searching for images and will

be instructed on its use. The control group (approximately the same

size as the test group) will instead have to complete the task using a

plain, traditional interface that displays retrieved images in a grid (as

with many Internet image search engines).
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6.8 Summary

The feedback that was captured in the context of the game provided several

insights to users’ perception of the system:

• Users recognize and value text annotation but are not willing to spend much

time contributing their own annotation (demonstrated by GAME’s records).

Images were annotated 234 times by users (only 8.75% of all images acted

upon).

• “Hidden” retrieval methods (e.g. content-based and collaborative retrieval) do

not have as much of an impact on user opinions of the system as text retrieval,

which they can see and actively participate in. Features such as image scaling,

which are essential to content-based and collaborative retrieval, were rated as

less useful in user surveys than text annotation features.

• Comments show that users become confused and anxious if they cannot per-

ceive their progress in the game or are challenged by the game. This does not

apply as much in traditional image retrieval where the object is the user’s own

intended target images.

• Making the user comfortable with the interface and showcasing the images

themselves is an important, yet often-overlooked aspect of image retrieval

systems. Users use image retrieval systems to locate image which they intend
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to look at and inspect in detail. Image retrieval systems should incorporate

image browsing tools in order to improve user satisfaction.

• The ability to compose multiple queries in parallel using multiple tabs was

appreciated by users. Features associated with the tabbed interface should be

a priority when improving the system.

• Users are sensitive to latency and processing delays.

Several improvements can be made to this initial trial. In the PRISM Game

all users were rated against each other. Instead, the users should be divided into

control and test groups. We learned that the task we assigned users – to organize all

images as they see fit – was too broad, ambiguous, and complex. Instead, a smaller,

more focus tasks needs to be given to users (e.g. asking users to find several images

of a specific type of scene within a certain amount of time). Three principled use

cases that take heed of the lessons learned were proposed to evaluate image retrieval,

query by keyword, and the user interface.
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Chapter 7

CONCLUSION

It is not really difficult to construct a series of inferences, each dependent
upon its predecessor and each simple in itself. If, after doing so, one
simply knocks out all the central inferences and presents one’s audience
with the starting-point and the conclusion, one may produce a startling,
though perhaps a meretricious, effect.

Sir Arthur Conan Doyle, author, 1859 – 1930

7.1 Conclusion

This dissertation developed a method of searching for objects in images using

visual attention. First, a proof of concept that used saliency to detect objects of

interest was developed. Subsequently, the proof of concept was expanded into a

new method for detecting objects in images. An interface compatible with this

method of content-based image retrieval capable of providing additional organization

and annotation abilities was implemented. A game was proposed as a method of

evaluating the complete system.

An image retrieval system using a computational model of visual attention

was implemented and evaluated as a proof of concept design. This system combined

the computational model of bottom up visual attention proposed by Itti, Koch, and
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Niebur in [61] with that proposed by Stentiford in [134]. These models were used

to create masks of the salient regions in images. RGB and HMMD descriptors

were extracted. HMMD consistently outperformed RGB in experimental results.

The system performed well, detecting 77% of regions of interest at a false alarm

rate of 28% in the test database. Several avenues for improvement were identified.

Feature extraction, similarity, and clustering algorithms can all be improved in the

traditional CBIR directions. Computational models of visual attentions, however,

were critical to the performance of this system.

The proof of concept was extended with a new method of using the com-

plete computational model of visual attention, including the inhibition of return,

to generate points of attention. These points of attention were then organized into

clusters. After postprocessing, the centroids of the resulting clusters were intended

for use as seed points for a seed-based region-growing algorithm. The new method

was tested using a variety of databases containing objects of interest that are not

necessarily salient by design. Approximately 75% of points of attention hit objects

at a false alarm rate of approximately 25%.

A new interface for image retrieval was designed. This interface was made

compatible with the aforementioned new method for image retrieval by including

the abilities to query by multiple example images and weigh each example image’s

importance to the query. The interface provides retrieval, organization, and anno-

tation capabilities. A game was developed to evaluate the user, user interface, and
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retrieval methods together as a complete system. An initial user study made several

conclusions. Users can easily understand and use retrieval by keyword features, but

are not necessarily willing to contribute their own annotation. Subtle methods of

retrieval (e.g. collaborative filtering) are perceived as being less effective than more

over methods (keyword-based retrieval). Image organization features improved the

user experience. In certain cases the interface was used primarily as way to organize

images rather than as a retrieval tool. Finally, satisfaction with image retrieval sys-

tems improves when features for browsing and viewing images are provided. Such

features are often overlooked in image retrieval systems where the focus is the quality

of results, not of the retrieval experience of the human end-user.

In summary, this dissertation made the following key contributions:

• The design, implementation, and evaluation of an attention-driven method to

extract regions of interest from images containing objects that are salient by

design

• The design, implementation, and evaluation of an attention-driven method to

detect objects of interest in broad image databases

• The design and implementation of an image organization and retrieval system

incorporating visual features, keywords, and collaborative filtering

• The development of a new method for evaluating image organization, annota-

tion, and retrieval systems using a game metaphor
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• A study of recent advances in image retrieval

• A study of established, relevant work in cognitive science, concentrating on

visual attention, with applications for image retrieval

• A survey of image databases for object-centered image retrieval

It is the author’s hope that those the readers of this dissertation, at a mini-

mum, take note of these two points:

• The human visual system is a complex, yet effective image processing system.

Researchers interested in all areas of computer vision should keep abreast of

the latest advances in vision science, particularly computational models of

specific functions of the human visual system. Insights gained from vision

science may yet prove to be the missing piece in certain open problems of

computer vision.

• The interface of a visual information retrieval system matters. The ultimate

goal of these systems is to satisfy the user. Thus, there are considerations

beyond the system’s pure quantitative performance. The user’s understanding

of the system’s capabilities, and the system’s ease of use are vital qualities of

an effective retrieval tool.
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7.2 Future work

This work unified previous disparate fields in information retrieval and vision

science. There are many promising directions for future work.

The three retrieval methods used in this research can be improved. The

content-based features used throughout this dissertation were baseline descriptors.

Both local and global descriptions of an image must be investigated. The decom-

position of an image into a set of local objects and a global context will expand

retrieval possibilities, narrowing the semantic gap. Measures of similarity between

images should also be investigated.

Improved keyword retrieval methods can be developed, incorporating stem-

ming and other text analysis techniques. Collaborative filtering can be augmented

with further traditional collaborative features such as ratings. Furthermore, proba-

bilistic LSA has been shown to improve upon the performance of LSA [48].

The user interface, including the interpretation of the query, is a key area

for future work. Numerous suggestions were made by users of the PRISM system.

These can all be addressed as part of future improvements to the developed interface.

The speed, responsiveness, and robustness of the system can be improved. Image

browsing features were received positively by users and should be expanded. Along

the same lines, more functionality should be added to the tab-related aspects of

the interface. Most significantly, PRISM can be integrated with publicly-accessible

photo sharing services. For example, Flickr provides a programmer’s interface to
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develop applications that can import specified image content [155]. Providing the

capability for users to use PRISM to retrieve, organize, and annotate their images

(rather than a pre-selected image database) is an exciting future direction.

Projects such as Open Mind Common Sense [129] collect an abundance of

useful information from humans (e.g. statements of common facts such as “airplane

can be in the sky”). The use of this knowledge coupled with improved local and

global image descriptors has the potential to reduce the semantic gap. For example,

a CBIR system may be able to determine that the background of the image in

question is the sky and not the ocean. Using knowledge from Open Mind Common

Sense, an ambiguous object in this image may be ruled out as being a fish, as fish

cannot exist in the sky, and instead identified as an airplane. Using this existing

metadata is an interesting direction for related future work.

The use of the computational model of visual attention can be extended in

future work. Additional features beyond color, intensity, and orientation can be

explored. A model of surprise [57] can be tested instead of saliency. Furthermore,

alternatives to clustering the points of attention to generate seed points can be inves-

tigated. Finally, top-down information, such as pre-extracted category features or

previously-defined heuristics can be used to modulate the model of visual attention.
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Appendix A

IMPLEMENTATION DETAILS

As soon as we started programming, we found to our surprise that it
wasn’t as easy to get programs right as we had thought. Debugging had
to be discovered. I can remember the exact instant when I realized that
a large part of my life from then on was going to be spent in finding
mistakes in my own programs.

Maurice Wilkes, computer scientist, b. 1913

A.1 Introduction

This appendix presents implementation details of PRISM and REFEREE,

the administration utility of the PRISM Game.

PRISM was written in PHP, a web-based scripting language. Several compo-

nents used for offline were created using MATLAB. There were several factors that

contributed to the selection of PHP as the main language for this project:

• Web-based: as PRISM is a web-based system, it made sense to use a lan-

guage designed for the Internet. PHP is intended to be integrated with a web

server and output directly to a web browser. Additionally, several Ajax imple-

mentations have been written for use with PHP (this work uses Xajax [154]).

184



• The web browser is the user interface: using PHP meant that the web

browser would be the user interface. Tools for developing user interfaces for

web pages such as CSS and JavaScript (collectively known as DHTML) are

mature and allow great flexibility in the interface’s design.

• Platform independent: making PRISM a web-based application implies

platform independence on the client side (i.e. PRISM can be used in a variety

of web browsers on a variety of devices). Using PHP for the server makes

the server platform independent as well (i.e. the server can run on Windows,

Linux, or other platforms that support the Apache web server, MySQL, and

the image processing libraries of PHP).

• Database support: the ability to interface with a MySQL database was key

to the implementation of this system.

• Image processing support: PHP is able to manipulate most image for-

mats. This allowed tighter integration between the offline image processing

components and the online system. For example, histograms could be di-

rectly extracted from images and stored in the database without the need for

intermediate tools.
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Figure A.1: The PRISM system architecture

A.2 System architecture

PRISM is implemented as a web-based application. The general architecture

follows the Model-View-Controller design pattern [41], as shown in Figure A.1.

The data model consists of two components: a relational database, imple-

mented in MySQL [94], and a file system-based image database. MySQL is a widely-

available relational database. The following information is stored in the database

and is used by PRISM:

• User credentials: users must create an account to use PRISM

• User session information and preferences: various parameters of PRISM,

and the activation of a special game mode (see Chapter 4) may be adjusted by

the user. Additionally, the user may suspend and resume their session at any

time. Thus, information on all manipulated images and tabs must be stored.
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• Image database access and display information: information on the files

in the image database, including the names, paths, and dimensions of those

files, is maintained.

• Featured extracted from the image database: pre-extracted features

are stored in the database for quick access when a content-based search is

performed.

• Keywords assigned to the images in the image database: user-provided

keywords, extracted from saved session information, is stored and used in

text-based searched. This includes derived information, such as the weighed

term-document matrices and LSA-modified matrices.

• Collaborative filtering information: similar to the information stored on

keywords, collaborative relationships inferred from saved sessions is stored,

including derived information.

The file system is far simpler. It is a collection of images organized in either

a flat folder system or a hierarchy of folders. Samples of the original images at

multiple dimensions are also maintained (e.g. thumbnail representations).

The controller is implemented in PHP [113]. Its purpose is to query the

database in response to events in the view. Requests are invoked through AJAX

(Asynchronous JavaScript And XML) [43] requests. Results are returned to the
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client in the same manner. The XAJAX [154] library was used to implement this

functionality.

The view consists of a client-side web application combining several popular

web technologies [71]: HTML, JavaScript, Cascading Style Sheets (CSS), and Flash.

A minimal amount of HTML is used to create several empty container objects. These

objects are then populated by JavaScript function calls which, in turn, obtain their

content from the server queried over AJAX. CSS is used to manipulate these objects.

Flash is used in a limited fashion to trigger certain audio events.

A.3 Organization

PRISM is organized into the following files (excluding external libraries and

media resources such as sounds and images). Files are either online and accessed

when PRISM is in use, or offline and used for manually-executed batch processing

of retrieval features (visual, keyword, and collaborative filters).

• index.php: online, this is the inception point of PRISM. It contains the most

basic elements needed to construct the view. It consists nearly entirely of

empty <div> HTML elements that will be manipulated by other elements of

the program.

• script.js: online, contains the main JavsScript functionality of PRISM. It

includes functions to initialize the page, query images, and auxiliary functions.
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Additionally, it contains the implementation of key elements of GAME, such

as a timer.

• style.css: online, contains style information for the elements in the PRISM

user interface.

• inc config.php: online, contains configuration information and constants

used throughout PRISM. This is the only file that should be modified in

normal use. It allows the dynamic specification of query features and image

database.

• inc db.php: online, functions controlling PRISM’s database connectivity, in-

cluding additional functions to process queries

• inc ir.php: online, functions that are called at various points in PRISM’s

execution to process visual features, text features, and collaborative filtering,

returning a list of images ranked by relevance. Several other utility functions

are also included.

• inc prism.php: online, called from index.php in order to include other re-

quired modules

• inc ui.php: online, functions that draw and manipulate the PRISM interface.

Contains the user session and all server-side AJAX functionality. Most of
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the functions are called as responses to events initiated on the client-side in

JavaScript.

• aux cbir.php: offline, computes statistics for CBIR.

• aux cf.php: offline, utility functions for processing and formatting collabo-

rative filtering information.

• aux color.php: offline, generates color histograms.

• aux game.php: offline, evaluates aggregate information from the PRISM

Game.

• aux text.php: offline, utility functions for processing and formatting key-

words

• aux textVOC.php: offline, used in the specific case of having to import

ground truth keyword information from a Visual Objects Challenge [109] for-

matted database.

A.4 Events

PRISM is an event-driven application. The major events are illustrated in

Figure A.2. Initially, only the Start event can occur, which initializes the system.

This triggers the Welcome event, displaying a sign on screen. A successful sign on

will launch the Startup – Client and Startup – Server events. Once the system
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Figure A.2: Key events in PRISM

Figure A.3: Implementation of the PRISM sign in method

is initialized it reaches a steady-state where events can be either of the Filmstrip,

Tab, or Image category. All events are detailed in the following figures.

The Welcome event (Figure A.3) draws the sign in screen. From here a user

may sign in, create an account, or retrieve more information on the system.

The Startup – Client event (Figure A.4) loads the client application. This
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Figure A.4: Initialization of the PRISM client
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Figure A.5: Initialization of the PRISM server

consists of JavaScript functions on the client side and PHP functions to draw the

page (in response to requests from the client) on the server side.

The Startup – Server event (Figure A.5) loads the server application. This

loads configuration parameters (e.g. the visual, text, and collaborative filtering

features to be used, as well as the image database), connects to the database, and

initiates a session with the user.

The Filmstrip events (Figure A.6) refer to actions that can be performed

on the images in the filmstrip. The images may either be hovered upon with the

mouse, moved to a tab, or moved to the trash. The two types of queries, Related

and Random are also included as Filmstrip-type events as they also manipulate the
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Figure A.6: Implementation of the PRISM filmstrip events

filmstrip.

The Tab events (Figure A.7) are either creating a new tab, switching the

current tab, or changing the text annotation of a tab.

The Image events (Figure A.6) are available for images that have been reg-

istered in the canvas area of PRISM. Here, images may be moved to new locations

within the canvas, moved to the trash and deleted, scaled (larger or smaller), or

annotated. Furthermore, a new view showing more detailed image information may
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Figure A.7: Implementation of the PRISM tab events

Figure A.8: Implementation of the PRISM image events
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Figure A.9: States of an image in PRISM

be requested.

A.5 States

At any time, an image in PRISM may be in one of seven states (Figure A.9):

• Database: the image is idle in the image archive and has not yet been acted

upon by the system. It can enter the live system through either a related

images query, or being called randomly

• Query: the image has been requested in response to a user query
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Figure A.10: States of a tab in PRISM

• Random: the image has been requested due to a need for a new, random

image

• Filmstrip: the image is in the filmstrip. From here it may stay in the filmstrip,

move to the trash, or move to the active tab

• Trash: the image has been deleted and is removed from the user’s view of the

system

• Active tab: the image is in the active tab. It may be manipulated within

the active tab (scaled, annotated, etc.), deleted (moved to the trash), or to an

inactive tab (if the user switches tabs)

• Inactive tab: an image enters the inactive tab state when a user switches

tabs. An image in this state cannot be manipulated or deleted, it can only

enter the active tab state.
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A tab in PRISM has three possible states (Figure A.10):

• Hidden: the tab is not available to the user. It is an extra tab pre-created by

the system. It may become an inactive tab if the user selects the “New tab”

button

• Inactive: the tab is visible to the user, but is not the current active tab.

• Active: the tab is the currently visible to the user and its associated canvas

area and images are also available. In this state the tab itself can also be

annotated.

A.6 REFEREE

REFEREE is the administration utility of the PRISM Game. It was designed

to be easy to use by someone familiar with the system. The following functions are

included in REFEREE:

• showHeader(): prints global header information to the screen, such as the

REFEREE mark at the top of the screen and the menu available to the REF-

EREE administrator

• showBody(): decodes the action parameter from the URL and executes the

action

• showSingleImage(): displays detailed information for a single image. Ex-

ecutes six queries: retrieves associated keywords (normal weighing, TF-IDF
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weighing, and LSA17 weighing) and associated collaborative filtering informa-

tion (normal weighing, TF-IDF weighing, and LSA17 weighing). The display

of all results is scaled and represented as tag clouds with higher weights re-

sulting in larger displays.

• showAllImages(): displays thumbnails of all images in the database

• setKeywords(): allows the viewing and adjustment of keywords associated

with images in the database for text retrieval. This function has two modes.

If POST form data has been received then it is processed as amended keywords

and the database is updated. Otherwise, each image is displayed alongside its

associated keywords.

• setCF(): allows the viewing and adjustment of virtual keywords associated

with images in the database for collaborative filtering. This function has two

modes. If POST form data has been received then it is processed as amended

collaborative information and the database is updated. Otherwise, each image

is displayed alongside its associated virtual keywords.

• setImageOrder(): allows the order of images displayed in the filmstrip to be

specified. Although implemented, this functionality has not yet been used in

GAME.
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• setRules(): displays all rules and parameters, allowing the amendment of

their values.

• getResults(): queries the database for all completed trials of GAME and

displays the results. Clicking a results displays its score report in SITE.
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